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Ultrafast reaction dynamics in cluster ions: Simulation of the transient
photoelectron spectrum of I 5 Ar, photodissociation
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Combining an effective Hamiltonian model of electronic structure with nonadiabatic molecular
dynamics simulations, we calculate the recently measured transient photoelectron spectfum of |
dissociated inside a cluster of argon atoms. We find good agreement between calculated and
experimental spectra. The transient spectral shifts reflect the dynamics of both &émel largon
degrees of freedom, revealing pathways and time scales for dissociation, recombination, and
vibrational relaxation. ©1998 American Institute of PhysidsS0021-960608)03010-4

I. INTRODUCTION achieved good agreement with the experimental photoprod-
: . L . uct distributions’ These simulations helped to determine that
. The phOtOd.ISSOCIatIOI’l r?md recomblnatlon. of a dihalide,, previously ambiguous product channels in the experi-
ion embedded in a clust.er |IIustrgtes the crgmal role pIayeqnental mass spectra correspond to recombinatios @f Bn
by the solvent in chemical reactions that involve Chargeolla\lectronically excited statd and direct ejection of 1 on a
species. In these strongly interacting systems, the S()I\’e@ingle adiabatic potential surfat®To obtain a complete
does not merely interrupt and redirect motion on the potenz: . ..o of the dynamics followingy! photodissociation, how-
tial energy surfaces of the isolated molecule, it profoundl;@ver’ we need a direct link between the simulations :':md time-
modifies the surfaces themselves. As the dihalide solute di?’esolved measurements.
sociates in an excited staf€ig. 1), the forces exerted on the
solute electrons by the solvent molecules become as impof:, - ciant photoelectron spectrum GfArs and bArs. In
tant as the forces within the solute; both solute and solve

, . eir experiment, shown in Fig. 1, a 780 nm laser pulse with
become polarized. This leads to long range forces that cap, .qih of about 100 fs excites fto the dissociativé\’ state
inhibit dissociation in the initially excited state, and to '

. . . . ; and a subsequent uv pulse detaches an electron, leaving neu-
solvent-induced nonadiabatic transitions that can bring aboy,, I, in a low-lying electronic state. The kinetic energy
recombiqz_ﬂion in other el_ectronic s_tates. F_ina_lly, _the SO'_Vengpectrum of the detached electrons measures the electron af-
can stabilize the recombined species by dissipating their e)ﬁ‘Tnity of the transient species, serving as a probe of the anion
cess energy. . . electronic state and its interactions with the local solvent
Dihalide anion photodissociation in clusters has beer]environment. Using this technique, Neumark and co-workers

tsrt]udle?_ ”;ét_elrslsblvfly b?trll eXperltmer;ti:lrI]I?/ d and . were able to identify the time required for complete disso-
coreticatly, ut several K€y aspects ot Ihe Aynamics qation in L, Arg and for the recombination of linto both the
remain poorly understood. Little is known about the dynam—x andA states in JAr 19
. 20.

ics that take place on the excited state following photoexci- In this work we extend our previous modtto calculate

tation or about what motions of the solute and solvent arg, o time-dependent photoelectron spectrum ork and

necessary to bring about electronic relaxation and produqtz_ArZO. We find good agreement with the experimental spec-

fprmatlon._ Full_thepr_etmal modelmg of th(_ase IOhOtOdISSOC'a'tra and use the model to explore the underlying mechanisms
tion reactions is difficult because it requires both a knowl-

) . of dissociation, recombination, and relaxation.
edge of the electronic structure of a manifold of states

strongly coupled to the many solvent degrees of freedom and

a method of computing the complex dynamics on these sufl- METHODS

faces. Several groups have recently developed semiempirical The effective Hamiltonian model used to compute the
Hamiltonians for dihalide$~*®and dihalide aniort$**inter-  potential surfaces of the ;Ar, has been discussed
acting with rare gas atoms. The work of Batista andelsewher® and a comprehensive discussion of the model is
Coker>**"has demonstrated the important role of nonadiacurrently in preparatiof’ The Hamiltonian is constructed in
batic dynamics on the multiple potential surfaces in thesehe space defined by the lowest six electronic states of bare
systems following photoexcitation. Nonadiabatic molecularl, , which are strongly coupled by the argon solvent. The
dynamics simulations of,1 photodissociation in argon clus- energies and wave functions of these dtates were deter-
ters from Coker’s grou"ﬁ and confirmed by our gro&f)have mined using arab initio calculation with a semiempirical
correction for the spin-orbit coupling.The potential curves

dAuthor to whom correspondence should be addressed; Electronic mai!ﬁjs_e_d in the mode(Fig. 1) were Obta_ined by sca_li_ng_ theeb
rparson@jila.colorado.edu initio curves to reproduce the experimental equilibrium bond

Neumark and co-worket$ have recently measured the
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interaction’* This approximation neglects the state-

dependent anisotropic components of theAr interaction’*

but we are not computing dynamics on thér, potential

surfaces and the experimental energy resolution is on the

order of 100 meV. The electron affinities ofAr,, clusters

calculated using the model potentials agree with the experi-

mental value® to within about 10%. The simulation in-

cludes only the lowest ten states gf?[~3°which degrades

the accuracy of the simulated spectra below about 0.7 eV in

the electron kinetic energy. Three of these states are not

known experimentally, but are inferred from af initio

calculatiort* to be degenerate with either the knoaror a’

- states®

R (A) Using the model Hamiltonian and its derivatives, we
simulate photodissociation by running molecular dynamics

FIG. 1. Femtosecond photoelectron spectroscopy, 8| photodissocia-  trajectories augmented by Tully’s methidd® for computing

tion. A 780 nm pump laser pulse excites to the repulsiveA’ state. The hops between the coupled potential surfaces. We mitigate the

260 nm prqbe pulse dqtaches the excess electron, leayvingohe of its effects of spurious quantum cohere?ﬁ:? by resetting the
many low-lying electronic states. The probe pulse shown detaches the elec-

tron following cluster-induced electronic relaxation gfto the A state. quantum amplitudes periodically in regions where the nona-
diabatic coupling is weak! The trajectory results give good

agreement with the experimentally observed photoproduct
distributions and in a previous wdtkprovided mechanisms
for all four of the experimentally observed product channels,

energy (eV)
[\~

distance and well depth for thé staté®2??while preserving
the ab initio energy spacings. The main solute-solvent inter . ) ot
action arises from the induction of electrostatic moments oﬁwo of Wh'Ch were ambiguous from the experime tBhe

the argon atoms by the charge distribution f The opera- simulations of the photoelectron spectra described below

tor that describes this interaction is computed from ahe ~Were performed using a single trajectory for bage 121
initio wave functions and the experimental polarizability of traléctories started from an ensemble equilibrated to 40 K for

argon'*2 The diagonal terms of the operator represent thd2Are, and 81 trajectories started from an ensemble at 50 K

interaction of the charge distribution of a particulgrstate  [OF l2Ar2. In all three cases, increasing the number of tra-
with the polarizable solvent atoms, while the off—diagonall_eCtor'es and raising or lowering the initial temperature has
terms contain the coupling between thestates induced by litte effect on the simulated spectra. _
the solvent. The presence of these terms allows the solventto_ 1he time-dependent photoelectron signal at enegy
polarize the charge distribution of J an effect that becomes With pump-probe dela is calculated from a quasi-classical
strong as J dissociates and the basis states become degef©!den rule expression,
erate. .

The electrostatic induction potential dominates both the a(E,A)o<< f dt ex — yp(t—A4)?]
energetics and the couplings in the system. It is therefore —oo
practical to handle the remaining interactions, which arise
from dispersion and repulsion, empirically with pairwise xz | wis(R(1))|? exp{ — y4d(E)[hv—E
Lennard-Jones potentials between the atomic sites. The pa- f
rameters for the Ar-Ar interaction are chosen to match the )
experimental values dR, and D, for Ar,.2* The I--Ar pa- —(V,fZ(R(t))—V'I(R(t)))]2}>, (1)
rameters are adjusted so that the potentials reproduce the 2

experimental values dR, andD,, for | ---Ar and the three .
lowest states of-1-Ar.25 An additional anisotropic B in- where the angle brackets denote an average over all trajec-
tories,R(t) is the nuclear configuration at tinte w;; is the

teraction term is also required to reproduce the state . .
dependence of the open-shelledAr interaction*? Using tr_ansmon dipole for dietachme][]t of an electron _from staié
this procedure ensures that all of the pairwise interactions ife © Statef of I, V|- andV, are the energies of those
the system agree with experimentally determined potentialstates, andhv is the probe laser energy. This expression is
The dominant three-body terms in the potential come fronmsimilar in form to the one used by Batista and Coker to
the electrostatic induction operator described above. simulate the pump-probe signal from, In rare gases
Simulation of the photoelectron spectrum also requires anatrices:’ The parameters/y(E) and Ypp COMe from the
model potential for the neutral clusters that result from de-electron detector width and a convolution of the pump and
taching the electron from,1, leaving b in one of its many probe laser widths. Because the coordinate dependence of
low-lying electronic states. In this work we have assumedhe transition dipoles is unknown, we hold them constant.
that the internal potential energy afik given by the appro- Simple one-electron selection rules from molecular orbital
priate gas phase potential curve, and the interaction energy ikeory govern which transitions are allow&é however, the
given by the pairwise-l-Ar Lennard-Jones potentials used large spin-orbit coupling of iodine mixes the electronic con-
to describe the dispersion and repulsion parts of JheAr  figurations to such a high degféé’ that these selection



J. Chem. Phys., Vol. 108, No. 10, 8 March 1998 J. Faeder and R. Parson 3911

two bands in the JAr,, spectra that arise from detachment
out of theX state. Transition dipoles to the X state and to
the |, excited states are set to 12 and 2, respectively.

lll. RESULTS AND DISCUSSION

As a test of the simulation method, we have calculated
the time-dependent photoelectron spectrum of bare |
which has been measured in Neumark’s grodihe experi-
ments probe the rapid dissociation that takes place upon pho-
toexcitation to the repulsivd’ state. The experimental and
simulated spectra shown in Fig. 2 demonstrate the good
agreement we obtain. In both simulations and experiment, a
broad band peaked near 1.9 eMat0 shifts rapidly in about
200 fs over to the spectrum of las the } dissociates. The
spectra evolve only slightly after 200 fs, suggesting that dis-
sociation is essentially complete by then: the 1-I separation
is 5.4 A at 200 fs in the simulation. The band shapes at early
‘ ‘ . times are sensitive to the convoluted laser pulse width, which
15 20 25 at 200 fs is broad compared to the dynamics being probed.
electron kinetic energy (eV) The transient signal at high electron kinetic energy
FIG. 2. Time-dependent photoelectron spectra,oat various pump-probe (>2.0eV) is also sensitive to the inclusion of the entire
delay times. Solid lines are simulation results and dashed lines are expernanifold of |, product states. The previous simulation of the
m_ental results from Ref. 9. The full width half maximum_ convoluted p_ulse experimer& failed to reproduce the h|gh energy transients,
width and detector width are 250 fs and 0.150 eV. The bimodal peaks in th%robably because it included onIy the A, andA’ states of

intensity

experimental spectra seen at 250 and 400 fs are due to the large solid an
seen by the magnetic bottle photoelectron spectrometer, coupled with ave: ) ) ) o
anisotropic electron distribution of theé 41 transition. I, Arg also dissociates rapidly upon photoexcitation, but

the argon solvent atoms cause significant shifts in the ob-

served spectra. As shown in FigiaB the experimental and
rules are valid only for transitions involving thestates of}  simulated spectra agree well, although there are greater dis-
or I, , which are mixed the least because of their large enerepancies at early times than seen in the bare ion spectra.
ergetic separations from other states. The dipoles for the oné&igure 3b) shows typical cluster configurations during the
electron forbidden transitions from the excited states,abl  dissociation along with the localization of the negative
the X state of } are therefore set to zero, while transition charge, and Fig. (8) shows the evolution of main peak po-
dipoles to all other states of bre set to one. We have also sition. As in the bare ion, the peak shifts rapidly during the
scaled the relative magnitudes of transitions out of ¥he first 200 fs toward lower electron kinetic energy as the |
state of } in order to reproduce the relative intensities of thebond dissociates. In the simulations, the argon atoms cluster
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FIG. 3. Time-dependent photoelectron spectra,@rl with trajectory snapshots. Spectra at several pump-probe delay times are sh@vnihere solid

lines are simulation results and dashed lines are experimental results from Ref. 19. The full width half maximum convoluted pulse width and detector width
are 205 fs and 0.150 eV. The snapshotgbinillustrate a typical trajectory with argon atoms in white and iodine atoms in black. The minus sign on the right
iodine atom at=300 fs indicates charge localization on the initially less solvated iodiee Ref. 14 The position of the main peak in the spectrum is plotted

in (c) showing the large shift induced by the argon atoms at 300 fs.
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FIG. 4. Time-dependent photoelectron spectra,#rb,. Solid lines are simulation results and dashed lines are experimental results from Ref. 19. The
position of the main peak is shown {g) as a function of the pump-probe delay time. Full spectra at a series of delay times are stibywvhrre the right

panel shows the high energy tail due to detachment fromXtis¢ate of [ . The dotted lines show the experimental spectrum at 3 ns. The full width half
maximum convoluted pulse width and detector resolution width are 250 fs and 0.150 eV.

about the waist of,] having little effect on the dissociating tensity as two major new features appear in the spectrum at
ion. By 300 fs the I-I separation is 6.4 A, but the argonlower and higher energieisee Fig. 4b)]. The simulations
atoms have moved only slightly. Because the argon clusteghow that the new features are due to recombination ixXthe
remains largely intact, it exerts a shift of just over 100 meVstate that opens up photoelectron transitions todtstate of
in the peak position, corresponding to the shift observed id2>- There is good agreement between the experiment and
cold I"(Ar),_s clusters. By itself, this might suggest that Ssimulation for both the shapes and positions of these new
|~ (Ar),_s clusters are somehow formed as an intermediate ifpands. The appearance and growth of the bands provide an
the dissociation, followed by rapid evaporation of argonestimate of the time required for electronic relaxation and
atoms'® In our simulation, however, dissociation is direct, recombination to occur in th¥ state of j—about 5-10 ps.
with the argon atoms barely moving on the time scale of théMlost of the trajectories in the simulation that recombine in
peak shift. As the dissociation continues, only 1-2 argorthe X state do so between 3 and 5 ps, and all have recom-
atoms on average catch the escaping ion, and the peak rafpined by 15 ps.
idly moves to higher electron kinetic energy, nearly attaining  Subsequent evolution of the high energy band arises
its asymptotic value by 1 ps. There is a slight drift after 1 psfrom vibrational relaxation in th& state } , which occurs
due to the gradual evaporation of argon from clusters irrapidly in the first 10-20 ps after recombination, but
which more than 1 argon atom catch | stretches out over several hundred picoseconds in both the
The time-dependent photoelectron spectra pArh,  experiment and simulation. This band narrows and shifts to
probe the dynamics of dissociation and recombination prolower energy as,l relaxes in theX state well, increasing the
cesses that evolve over multiple time scales and potentianergetic gap for photodetachment to Metate of b. Fig-
surfaces. In both experiment and simulation, no dissociatedre 5a) displays the ensemble average of thedtal internal
products are observed for this cluster size, and recombinatiognergy following electronic relaxation to thé state along
may occur in either th& or A states of J . In addition to  with the average number of argon atoms remaining in the
probing the early dynamics of dissociation, the photoelectrorluster. During the first 20 ps, about 80% of the initial vibra-
spectra reveal the time scales for recombination into thesgonal energy is transferred into the solvent, which undergoes
states and the subsequent time required for vibrational andpid evaporation to dissipate the energy. The rate of evapo-
solvent relaxation. Figure(d) shows the evolution of the ration decreases dramatically below abogt5, so that the
main spectral peak. Up to 1 ps, the motion of the peak isolvent can no longer dissipate excess energy quickly and
similar to |, Arg, but the magnitude of the shift is much thus the rate of vibrational relaxation also slows. Vibrational
larger due to the greater number of solvent atoms. Unlike imelaxation is not complete in either the experiment or simu-
|5 Arg, the shift toward higher electron kinetic energy be-lation even by 200 ps, a result reflecting the dynamics of
tween 0.4 and 1.0 ps is due to heating and evaporation of thevaporation from the small clusters near the bottom of the
argon atoms as the dissociating iodine atoms collide with thevell rather than the characteristic ability of the argon solvent
solvent cage. The simulations indicate that about 3—4 argoto absorb energy from the excited solute. In a pump-probe
atoms are evaporated from the cluster during the initial disexperiment onJAr,, Vorsaet al® have reported a time con-
sociation event. By 1 ps a substantial fraction of the trajecstant of 130 ps for the absorption recovery, which probably
tories have begun to recombine, and between 1 and 5 ps tlaso reflects this slow vibrational relaxation at the bottom of
main peak shifts toward lower energy and diminishes in in-the X state well.
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20 The peak continues to shift to lower energy out to about 50
ps, after which there is a slight shift to higher energy. Some
115 of the shift out to 50 ps probably arises from overlap with

bands fromX state detachment, which continues to change
on this time scale. By simulating the bands separately, how-
ever, we determined that some of the shift occurs even in the
absence of overlap, because the recombination time iAthe
state is twice as long on average as in testate, with
recombination in some trajectories taking as long as 40 ps.
The shift in the peak does not reach its maximal value until
all of the trajectories that recombine in tAestate have done
so. The slow shift to higher energy after 50 ps reflects the
continuing evaporation of argon atorfeee Fig. B)], dissi-
pating the remaining excess energy of the clusters. The main
144 band at long times is much broader than the experimental
energy resolution, resulting from detachment to all of the
113 different low-lying states of,l These states significantly af-
fect the shape of the spectrum at both short and long times.

16
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The |, Arg simulations provide a clearer picture of the
dissociation than experiments alone were able to provide.
FIG. 5. Vibrational relaxation and solvent evaporation jil,, following ~ Dissociation occurs directly, and the transient shifts in the
electronic relaxation to thé) the groundX state andb) the excitedA state. ~ photoelectron spectra reflect the breaking of thebbnd,

The solute internal energy, referenced to the bottom ofdtstate well, is  followed by the escape of Ifrom the neutral solvent cluster.
shown by the solid line, and the number of solvent atoms remaining in the]n I>Ar., the dissociated atoms recombine. and the simula-
cluster, defined as inside a radius of 6.0 A from either iodine atom, is. 2" 20 , ; i .
indicated by the dashed line. tions confirm the interpretation of the experimental shifts as
arising from recombination in both thé andA states of J ,
followed by vibrational relaxation. The agreement between
. ) ) _the model and experiment for the time scales of these pro-

The experimental and simulated spectra at high energiegssses suggests that the simulations accurately depict the
track each other, although not as closely at longer timesoyrse of a chemical reaction evolving over several different
probably indicating that the ra_tes of vibrational relaxation dog|ectronic potential surfaces with strong coupling to a sol-
not match exactly. The experimental spectra reflect a som&zent, The discussion presented here also demonstrates the
what slower rate of vibrational relaxation than the S'mU|a'importance of modeling in conjunction with the interpreta-
tions, which may be expected given that the 05|mulat|onstion of experimental results for these systems. In the future,
overestimate the’F--Ar interaction by about 10%. In the ponadiabatic molecular dynamics simulations coupled with
simulations J can impart somewhat more vibrational energy semiempirical Hamiltonian models should provide a useful
to the solvent before the solvent atoms lose their ability togq) for examining the dynamics of many reactions involving

absorb the energy effectively. The experimental spectrum ghe excited states of charged species in the condensed phase.
3 ns, shown by the dotted line in Fig(b}, demonstrates that
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