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via solvent mediated electron transfer

N. Delaney, J. Faeder, and R. Parson?
JILA and Department of Chemistry and Biochemistry, University of Colorado and National Institute
of Standards and Technology, Boulder, Colorado 80309-0440

(Received 15 February 1999; accepted 16 April 1999

We simulate the 395 nm photodissociation gfémbedded in clusters of 6 to 22 G@olecules.

In the isolated molecule, photodissociation at this wavelength leads exclusively to spin-orbit excited
iodine (I*) plus I". In the larger clusters we observe efficient electronic relaxation, leading both to
dissociated products containing ground-state iodine and to recombined products conjairiing |

time scale and cluster size dependence of the spin-orbit quenching process agree well with
experimental determinations of Sanewal. (companion paper The simulation trajectories show

that spin-orbit quenching occurs by resonant charge transfer from solvatedalnascent*l atom.

A model derived from the theory of electron transfer reactions in solution illustrates that this
resonance arises when the | spin-orbit energy is compensated by the difference between the
solvation energies of the ion and the neutral. 1899 American Institute of Physics.
[S0021-960609)01626-9

I. INTRODUCTION For example, the gas phase photodissociation, oatl 790
nm takes place directly on the repulsi¥é state(Fig. 1);

In the decade that has passed since the pioneering ekgwever, both simulatiofi$*¢and experiment show that in
periments of Lineberger and co-workér$,dihalide ions 5 cluster of CQ molecules this channel is closed and that
have become favorite models for studying the effects ofyissociation only occurs via nonadiabatic transitions to the
strong solvent-solute forces on elementary chemical reaqywer A and X states.
tions. In particular, J has been studied in a wide variety of In recent papefé**we have attempted to meet the con-
environments, including gas phase cluserS, liquid ceptual challenge by developing a pictorial representation
solutions;®~*'and gas-surface collisiori§;**and these ex- inspired by the theory of electron transfer reactions in
periments have stimulated a variety of theoreticalso|ytion?8->° The underlying idea is that crucial aspects of
studies?®*' These solvated molecular ions differ consider-the dynamics are determined by the competition between
ably from their neutral counterparts, since the interaction beggyation forces, which tend to localize the solute charge
tween the ion and the surrounding solvent, which can be agjstribution on a single atom, and chemical bonding forces,
strong as the chemical bonding forces within the solute, deyhich prefer a delocalized molecular charge distribution.
pends sensitively on the solute charge distribution. The elecrhis motivates us to interpret the solvent dynamics in terms
tronic structure of the solvated ion is subject to strong perof a collective “solvent coordinate,” defined in terms of the
turbations that depend on the coordinates of the solvendjectrostatic potential that the solvent exerts at the two solute
molecules. Therefore, the dynamics takes place on multidigtoms. This coordinate describes the energetic asymmetry of
mensional potential energy surfaces that cannot be reprehe |ocal solvent environment; the competition between sol-
sented in terms of pairwise interactions at even the lowesfation and chemical bonding can be illustrated by plotting
level of approximation. We are confronted by two sorts ofthe simulation trajectories as a function of the solute bond
challenges: to develop an accurate method for simulatingength and of this solvent asymmetry coordinate. The clear
dynamics on these surfaces, and to devise a conceptual pignd simple patterns displayed when the dynamics is pre-
ture with which to interpret the results of these simulationssented this way help untangle the dynamics of solvent-
and to predict the results of future experiments. induced nonadiabatic transitions.

Within the past two years the technical challenge has In this paper we present results of the simulation of the
been met through the development of effective Hamiltoniarphotodissociation of ;I following excitation at 395 nm,
descriptions of the electronic structure of the interactingwhich brings the solute to states that correlate, in the isolated
solute-solvent systeftt=#6 Nonadiabatic molecular dynam- molecule, to a spin-orbit excited iodine atdi®i) and an T
ics simulations computed with these Hamiltonians have sucion, and extend the conceptual framework outlined above to
cessfully reproduced the results of both time-independendid in interpreting these dynamics. We describe an efficient
and time-dependent experiments. The results of these simmechanism for quenching the spin-orbit excited states when
lations demonstrate that physical pictures based on the iséhe molecule is embedded in a cluster. This mechanism, first
lated molecule potential curves can be highly misleadingsuggested during our earlier study gfin a uniform electric
field,*® involves charge transfer from a nascent solvated |

Author to whom correspondence should be addressed; electronic mailON tO the I atom, yielding I' and solvated | in its spin-o_rbit
rparson@jila.colorado.edu ground state. The 0.94 eV energy gap between | dnib |
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2 . . . — scribed by an operator that includes state-dependent electro-
B static and induction interactions between the solute and sol-
vent based omab initio calculations of the solute wave
functions® and experimental data for the solvent charge
1t el distributior?® and polarizability’” The one-electron density
matrix derived from the solute wave functions is expanded in
distributed multipole operator$; diagonal elements of the
distributed multipoles describe the solute charge density in
various electronic states, while off-diagonal elements de-
scribe transition charge densities that allow for polarization
of the solute charge density by the solvent. State-independent
atom-atom Lennard-Jones potentials account for the remain-
ing dispersion and repulsion interactions; these are fit to re-
e produce the known1-CGO, and I-CQ potential curves®

3 4 5 6 7 8 The CQ-CO, interaction potential is taken from Murthy

et al>® This model captures the sensitive dependence of the
FIG. 1. Scaledb initio gas phase potential curves fgr.I The arrow shows solute charge distribution on the solute electronic state, the
the 395 nm photoexcitation to th %7, state modeled in the current solute bond length, and the positions and orientations of the
simulations. solvent molecules.

At each time step the matrix of the effective Hamil-
compensated by the difference between the ion and neutrfnian, which depends parametrically upon the coordinates
solvation energies. The molecular dynamics simulation®f all the solute and solvent nuclei, is constructed and diago-
demonstrate that spin-orbit quenching is indeed efficient, andalized, yielding the energies, forces, and nonadiabatic tran-
analysis of the simulations using the electron-transfer picturaition matrix elements required to proceed to the next step;
confirms the proposed mechanism. In a companion papegistributed multipole analysis allows us to derive compact
Sanovet al. provide convincing experimental evidence for gnalytical expressions for these quantifi@dluclear motion

the process as well. Both simulation and experiment find o, 4 single potential surface is computed using the velocity

that the time scale for electronic relaxation is a few picoseCVersion of the Verlet algorithrf while hopping between

onds, orders of magnitude faster than observed for the colli- . . .
o . . . rf is com ing Tully's metfibtf with som
sional quenching of*l by CO,>? or the electronic relaxation Surfaces is computed using Tully's metfioff with some

of I* pairs in liquids and in solid matric&d54 minor modifications to account for nuclear decohereliée.

The paper is organized as follows. Section Il gives aSince the trajectories are integrated in the adiabatic represen-

brief overview of the simulation methods; a complete discusiation, phenomena such as charge transfer do not necessarily
sion may be found in Refs. 44 and 45. The products of thdnvolve a transition between states, but can instead take place
trajectory simulations are described in Sec. Ill. Section |vadiabatically as a trajectory moves through an avoided cross-
focuses on the dynamics we observe in a range of clusténg region.

sizes around half a solvation sheli£6-13, highlighting For each cluster size studied, 100 trajectories were com-
the onset of spin-orbit relaxation. Section IV A describes theputed from starting configurations obtained by sampling a
effects of solvation on the electronic states of land forms  sjngle 1 ns trajectory with an average temperature of 80 K.
the framework for our discussion of the dynamits the  Thjs temperature was chosen to lie on the upper end of the

Appendix, these ideas are illustrated in more detail using @iq_jiquid phase transition region in the clusters, based on

simple one-electron Hamiltonian analogous to those used in . .
. L our previous experience that such temperatures gave reason-
the theory of electron transferDetails of the initial photo- P P b 9

fragmentation process are presented in Sec. IV B, and subdl-bIe agreement with experimental resfitshe experimental

port for the proposed solvent-mediated relaxation i | ClUSter temperatures are known only very approximétely
given in Sec. IV C. The dynamics is summarized in sec.The products are determined by integrating the trajectories

energy (eV)

IV D, and Sec. V concludes the paper. until the nuclear configuration meets either of two criteria:
the |1 distance exceeds 40 Bohr, grundergoes more than
I. METHODS 25 oscillations in a particular potential well. The dissociation

. . . . and recombination times vary from a couple of picoseconds
The simulations described here use the same effective y b P

Hamiltonian model as our earlier studies of photodissocia;[0 over 100 ps in some cases whejad temporarily trapped

tion dynamics at 790 nd#4*While in the earlier studies the N @n excited electronic state. The time scale for evaporation
electronic states that correlate to spin-orbit excited iodindf CO2 molecules from the clusters following photodissocia-
were not populated, they were included in the basis states $on appears to be much longer than the 2—100 ps over which
the Hamiltonian, so no significant changes are required téhe trajectories are integrated, and thus our mass distributions
apply the model to UV photodissociation. The interactionare expected to be shifted to larger mass with respect to the
between the solute; 1and the solvent COmolecules is de- experimental results, which are measured at 5x48°%*
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The fragments resulting from photodissociation ¢f | k k

(CO,),, at 395 nm can be grouped into three product changiG, 3. Simulated mass distribution of products for selected cluster sizes.
nels, two of which correspond to a dissociated soluteH(l) Open bars representdbased products, filled bars represgibased prod-

and one to a recombined solutg ). The two dissociative u*cts. T_he high mass dissociative fragments are p_roduced_in_conjunction vyith
channels differ in the average number of O@olecules left Iori)i\tNQt”aeté.he low mass fragments are accompanied by | in its ground spin-
surrounding the fragment. As discussed in the companion
paper! this difference is energetically consistent with the
amount of CQ evaporation that is expected to follow inter- structured dependence of the caging fraction on cluster size
nal conversion of the iodine spin-orbit energy into solventthat is reported experimentally. Nor do we see the recombi-
motion, and our simulations allow us to confirm that thenation channel opening at smaller cluster sizes than dissocia-
heavy I'-based fragments result from dissociation ondhe tion from the lower spin-orbit states. Finally, the simulations
excited spin-orbit statésee state labels, Fig),Whereas both overestimate the caging fraction for intermediate and large
the light I"-based fragments and the recombined fragmentsluster sizes. These discrepancies contrast with our earlier
require relaxation to the lower spin-orbit states of IThe  simulation of 790 nm photodissociatiéhwhere quantitative
relative intensity of each product channel as a function of theagreement with experimental branching ratios was achieved,
initial cluster size is shown in Fig. 2. and suggest that ultraviol@V) photodissociation provides
Figure 3 shows the mass distribution of products froma more sensitive test of the simulation model. Nevertheless,
simulated photodissociation of (CO,),, for selected cluster the simulations and experiments deliver the same overall
sizes at 395 nm. We expect our distributions to be shifted tenessage: spin-orbit quenching, which is completely absent
larger mass relative to the experimental distributions sincén the isolated molecule and in the smaller clusters, suddenly
the trajectories are terminated before solvent evaporation iIsecomes efficient in clusters having more than 7-8,CO
complete. For cluster sizas<7 we see a single mode of molecules.
|~ -based products centered at abkbatn— 3, corresponding
to dissociation to solvated k-1*. At n=8, there is essen- |v. DYNAMICS
tially still a single mode of dissociative products; however, e ) ) )
2% of the trajectories undergo spin-orbit relaxation before’™ Quqlltatlve picture of solvent-mediated electronic
dissociating. Fom=9, about 35% of the trajectories are relaxation
spin-orbit quenched, and there is a distinct second peak in The photofragmentation process is driven by the interac-
the mass distribution of -based products corresponding to tion between the solvent molecules and the changing charge
the loss of 3—4 additional COmolecules. Also, we begin to distribution of |, in its various electronic states. Since the
see recombined, | products. This sharp onset of spin-orbit electronic structure of the solute is strongly perturbed by the
relaxation is discussed in Sec. IV. By=11 the three prod- solvent, it is often misleading to interpret the dynamics in
uct channels are roughly equal in intensity, and as the clustéerms of the potential curves of isolategd alone® In the
size increases ground-state recombination becomes thpesent case, the most interesting features of the relaxation
dominant product. Byn=20, dissociation to 1+1* is no  dynamics take place at solute bond lengths of 5-10 A, where
longer observed, but dissociation on the lower spin-orbithe potential energy curves of isolated,|shown in Fig. 1,
states is not completely quenchedhat 22, the largest clus- are nearly flat. Under these circumstances the dynamics is
ter size studied. dominated by motions within the solvent. A similar situation
These trends are in broad agreement with the experimerarises in the theory of electron transfer in solutiéhs?
tal observations of Sanaat al, although there are significant where the “reaction coordinate” consists of solvent reorga-
differences in detail. In particular, we do not see the finelynization, and in previous work we have used a schematic
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FIG. 4. Solvation effects on the solute potential energy at intermediate to large solute bond lengths. Center: energy levels of isoiatiésl wo lowest
electronic states. Left-hand panel: diabatic energy vs solvent coordixdteRight-hand panel: adiabatic states associated with molecular state labgls of |
StatesB, A’, anda exhibit anomalous charge flow. Arrows depict relaxation pathways observed in trajectories.

picture inspired by the classical Marcus théBitp interpret 1o I, holding all nuclear coordinates fixed. The magnitude of
the photofragmentation process following excitation at 79Qhe solvent coordinateA®, is small when the solvent mol-
nm. Here we extend this picture to include the states thagcules are nearly equally shared between the two iodine nu-
correlate to spin-orbit excited iodine. With this model to ¢jgj (a “symmetric” clustej and large when one nucleus is
guide the analysis of our simulations, we demonstrate th%referentially solvatedan “asymmetric” cluste.

the mechanism for spin-orbit relaxation gf inside the clus- In the left-hand panel we adopt a diabatic picture in
ter is a form of solvent-induced charge transfer. In the Ap-ynich the | -1~ resonance coupling is neglected. The en-

pendix we examine these ideas in more depth using a simplgq, of the solute-solvent system is minimized when the ion

o.ne—electron model Hamiltonian..We emphasi;e tha_t thest‘fharge is localized on a single atom and the solvent sur-

simple models are used to only interpret the simulation re1ounds that atom. Since the charge may reside on either io-

sults, not to calculate them. As described in Sec. I, the SiMUzne atom. this leads to two equivalent minima when the
lations use an effective Hamiltonian that explicitly includes L ) ) )

. “energy is plotted against the solvent coordinate; these

all of the solvent molecules and an accurate representation of. . . , .

minima are located in the figure @® = +z. Associated

the solute charge distribution based on a distributed multi- ith h mini is a diabati tential hich. t
pole analysis of thab initio wave functions. With €ach minimum 1s a diabatic potential curve which, to a

Figure 4 displays the electronic energy levels pfdt first approximation, depends quadratically on the solvent

large internuclear distances where both the spin-orbit energ?rsymnletry coordinate; motion along this “Marcus pa-
and the ion solvation energy exceed the chemical bondin@abc"a entails reorganizing the solvent cluster while hold-
interaction between | and"| The center panel shows the "9 the electronic charge distribution fixed. For example, the

energy levels of the isolated solute. The two upper state8linimum at—z corresponds to solvated # Ig, and as the
correlate to T+1*, while the four lower states represent Systeém moves along the diabatic curve toward larger values

I~ +1; these levels are separated by the atomic spin-orbiff A® the cluster becomes more symmetric, which raises the
splitting of 0.94 eV. The remaining panels in the figure showelectronic energy since the solvent molecules are on average
how these energy levels are influenced by the solvent. Fdarther away from the solute charge. When the solvent coor-
this purpose we introduce a collective coordinate that dedinate has reached a value 6%, the solvent has moved alll

scribes the asymmetry of the local environment around théhe way from | to Ig, incurring a large energetic penalty,

solute. The “solvent coordinate” is defined as the electro-and at sufficiently large solvent coordinates the solvation en-
static potential difference between the two | atoms, i.e., theergy exceeds the spin-orbit splitting energy so that the diaba-
difference in energy when a charge ok is moved from J  tic states of ground-state iodine cross those associated with
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I*. At zero solvent coordinate, the symmetrically equivalentshowing normal charge flow favor an asymmetric cluster en-

pairs of diabatic states intersect and the degeneracy pattevifonment.

of isolated § is recovered. The actual solvent motions in- ~ With the aid of Fig. 4, we can identify the types of

volved in this problem are different from those invoked in €lectronic transitions and the relaxation pathways observed

the usual Marcus picture. In classical Marcus theory, solvenil our system. An excitation of 395 nm takes the system to

reorganization is brought about by reorientation of the dipothe B state, and transitions to the' state occur when the

lar solvent molecules, whereas here the solvent cage mové#lvent coordinate is nearly zero. A simple diabatic passage

from one side of the solute to the other. Thus the solventhrough this region corresponds to solvent transfer, in which

coordinate can be very large in these systems even thoudgh€ solvent cage moves from one side of the solute to the

our solvent molecules have no permanent dipole momentsOther while the electronic charge distribution is unchanged.
In the right-hand panel we restore the electronic cou-This is indicated by arrow 2 on Fig. 4. If, however, the ex-

pling to a value corresponding to a solute bond length of€sS charge is transferred from one io@ine atqm to the other

7-10 A. The crossings at zero solvent coordinate becom@s the system moves through the coupling region, the solvent

avoided crossings, and we can attach the molecular state IEgUTNS to the side on which it began, as illustrated by arrow

bels of I, to the resulting curve® A comparison to the 1. In .th|s respect, t.he short-time dynamics on Bietate

diabatic curves in the left-hand panel illustrates the two typed0llowing UV excitation resemble those observed on #e

of charge flow that we have identified in these systems. Agtate following visible excitatiofi?*° Once on thea’ state,

the point—z on theA or X state the charge is localized gn | owever, the system may hop to theé or a state at the

and the solvent favors this end of the diatom. Moving towardP?ints of intersection with the’ curve, arrow 3. This charge

a solvent coordinate of z along the lower adiabatic curve, transfer differs from transitions seen in our 790 nm simula-

the solute charge and the solvent environment reorganize #PNS: in that it occurs only from highly asymmetric solvent
concert, crossing a barrier asd=0 and resulting in configurations. Following this charge transfer to the lower

In+solvated § ; we have called this “normal charge flow.” spin-orbit states, reorganization and evaporation of solvent
In contrast, a vertical excitation from the system at pointMolécules dissipate the excess potential energy and return
—7 on the A or X state to the antibonding’ or a state the system to the coupling region betweenaha’ andA/X

corresponds to shifting the balance of charge frantol I states, where both solvent and charge-transfer transitions

while the solvent remains neag | As the solvent migrates @K€ Place, shown by arrow 4. Sections IV B and IV C de-

away from J, toward the excess charge, the solute eIec-SC”be the results of our nonadiabatic dynamics simulations

tronic energy rapidly decreases. However, after crossing th&ithin this framework.

zero solvent coordinate, the electronic character of the state

changes to] + lg, and the solvent is once again on the : . . .
unchgrged élnd ofB the solute. Thus during adiagbatic motionB' Early times: Spin-orbit excited states
on the upper curve, the solute charge and the solvent envi- Before photoexcitation, the solute is at equilibrium in its
ronment move in opposition to each other; we have callegyround (X) electronic state, where the bond is stable rela-
this “anomalous charge flow3%37424345The same di- tive to the solute-solvent interactions of roughly 200 meV
chotomy applies to the two states of the upper spin-orbiper CQ molecule. Clusters in the size range=6-13, on
manifold: charge flow is normal on the& state and anoma- which we focus this discussion, contain approximately half a
lous on theB state®® This illustration of the origin of normal solvation shell of CQ@ molecules, which group together
and anomalous charge flow states is complementary to thebout one end of,l, producing an asymmetric solvent
explanation we gave in Ref. 45, Sec. 5. In a simple diatomi@nvironment/-37:43:4

linear combination of atomic orbitals-molecular orbitals At t=0, the solute is promoted to the repulsiBestate.
(LCAO)-(MO) picture of [, , the atomic orbitals of 1 and |  The excess charge flows rapidly to the less solvated iodine
combine to produce delocalized bonding and antibondingtom, and the solvent responds to this change in the solute
molecular orbitals. An asymmetric solvent environment po-polarization on a time scale of a few hundred femtoseconds.
larizes the solute charge distribution in the bonding state s@he I, bond length increases & A in roughly 150 fs, be-
that the excess charge resides mostly on the more solvatédre translational motion of the solvent molecules begins. As
atom. Since the ground and excited states must remain oRg, . increases, the charge becomes fully localized on the
thogonal, the charge localizes on the less solvated atom iless solvated iodine and moves farther away from the sol-
the antibonding state. In general, states that are predomient. The Coulombic attraction between bAnd the CQ
nantly bonding in character exhibit normal charge flow,cluster slows and ultimately prevents dissociation onBhe
while states that are predominantly antibonding in charactestate®® The CG molecules continue to move toward the
exhibit anomalous charge flow. The validity of this descrip-charge, though, making the solvent environment more sym-
tion for charge flow in these systems is demonstrated by thenetric. By this point the solute bond length is sufficiently
good agreement between the experimental and simulatezktended that tha’ and B electronic states become degen-
photodissociation products o Ar, clusters®? The key dis- erate as the solvent coordinate approaches and passes
tinction between states with normal and anomalous chargthrough zero, and nonadiabatic transitions begin to take
flow is the location of the energy minimum along the solventplace. Figure 5 shows the population of tBeanda’ elec-
coordinate. States showing anomalous charge flow funnel thieonic states versus time for selected cluster sizes. For all
system toward symmetric cluster configurations, while statesluster sizes studied, trajectories begin hopping to ahe
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state at about 200 fs, and most have made the transition by solvent coordinate, A® (eV)

500 fs. Once on tha’ state, the solvent can catch bnd FIG. 6. Motion on thea’ state for selected trajectories with=8 (a), (b)
dissociation can proceed. For clusters with seven or fewefnd n=9 (c). (a) Trajectories producing heavy fragmensix or seven
Co2 molecules,Rsolute increases monotonically following solvent molecules remajimlissociate directly on tha’ state.(b) Trajecto-
transition to thea’ state, producing solvated land ¥: we ries produc?ng fragments with four solvent noneCl_JIe_s predo‘minan_tly un-
. . . . . dergo transient trapping on tfe state before dissociatingc) Trajectories
refer to this as direct dissociation. The average times "€hat relax to the lower spin-orbit states. The transitions, marked by the
quired to reach an*l-I~ separation of 40 Boh{~20 A) are circles, occur neand==+1 eV, just beyond the solvent coordinates ac-
1.9 and 3.7 ps fon=6 and 7, respectively. cessed im=8 trajectories.
Although direct dissociation accounts for some of the
products in larger cluster sizes, other mechanisms become
possible with increased solvation. Fo= 8, where a single curs on theA state following 790 nm excitation of lin CO,
product mode is observed in the mass distribution, two typeslusters?345:67
of trajectories are observed. The products with five or more  For n=9, the I +1* products that retain 6—9 solvent
CO, molecules are formed by direct dissociation on a timemolecules form in 1-5 ps. Most of the remaining trajectories
scale of about 5 ps, while the trajectories leading to productare trapped for some period of time on the state, but the
with four or fewer solvent molecules require about 19 ps.additional CQ molecule allows many trajectories to reach
The origin of this difference in time scale is illustrated in large values of the solvent coordinate where relaxation to the
Fig. 6, which maps out the motion of the trajectories on thedower spin-orbit manifold takes place. Figur&cbshows the
a’ state as a function &gy, the L, bond length, and &, location of transitions from tha’ to thea andA’ states. Of
the solvent coordinate. All trajectories enter thestate at the trajectories that relax to the lower manifold, most disso-
Ad~0. The trajectories producing heavy fragments disso<iate to I' +1in an average time of 19 ps, with three or fewer
ciate promptly on thea’ state, Fig. €), while trajectories CO, molecules bound to the final Iproduct, while others
with lighter products are characterized by diffusive motionrecombine as discussed below. Trajectories trapped ia'the
on thea' state, which delays dissociation until éscapes via state that do not undergo nonadiabatic transitions dissociate
thermal evaporation, Fig.(6). A similar trapping event oc- to I” (CGO,)45+1* in about 15 ps.
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TABLE I. Correlation ofB—a’ transition type with final products. The
9 percentage of trajectories, normalized within each product channel, that un-
= dergo charge transféCT) or solvent transfefST).
=8
=7 - I~ +1* Im+1 Iy
O n % CT % ST % ST
e |
s [ 10 68 95 100
i 11 90 75 88
4 - 12 89 91 78
i
= solvent motion in inducing relaxation to the lower spin-orbit
° I manifold.
=
57 N C. Later times: Spin-orbit relaxation and
< | recombination
5 - When the J solute is in itsa’ electronic state, asym-
4 metric cluster configurations are favored. Figufe) &hows
[ that increasing solvation destabilizes tnandA’ electronic
1 0 1 states, which cross th& state at a large value of the solvent
solvent coordinate, A® (eV) coordinate. This crossing occurs when the asymmetric sol-

FIG. 7. Motion on theB and a’ states for selected trajectories with vent enVIronm.ent compensatgs for.the energy gap bgtvveen
=11. Trajectories begin @&yq=3.3 A on theB state(dashed lingsand these electronic states in barg,lwhich atRgqe>5 Ais
transfer to the’ state(solid line9 nearA® =0, R, =5-8 A .(a) Charge  essentially the spin-orbit splitting of iodine atom, 0.94 eV.
transfer followed by direct dissociation, producing heavyflagments.(b) This type of mechanism was suggested, in a more specula-
Solvent transfer followed by transient trapping on tiestate. tive context, in an earlier study of the electronic structure of
I, in a uniform electric field® there it was referred to as
“field-induced resonance.” In our trajectories, transitions to
the lower spin-orbit manifold occur at solvent coordinates
For the intermediate cluster sizess=9-12, another dis- greater than 0.75 eV. Singe=9 is the smallest cluster size
tinction between the rapidly dissociating and trapped trajecfor which such values are commonly reached onahstate
tories becomes apparent in the early-time dynamics. As digsee Fig. 6, this marks the onset of appreciable spin-orbit
cussed in the previous section and illustrated in Fig),4 relaxation in our simulations.
there are two ways to make a nonadiabatic transition from  Figure 4 also demonstrates that a transition fromahe
the B state to thea’ state: charge transfer and solvent trans-state to either tha or A’ state involves transferring an elec-
fer. Either the excess charge can transfer from the unsolvatatbn between the two iodine atoms. Since electron transfer
to the solvated iodine atom, or the solvent can migrate to theequires nonzero overlap of the wave functions on the two
charged iodine; these pathways are depicted by arrows 1 anddine atoms and therefore cannot occur over an arbitrarily
2, in Fig. 4c), respectively. For trajectories that begin with a large distance, spin-orbit relaxation is not seen in the most
near-zero solvent coordinate it can be difficult to separate theapidly dissociating clusters. Trajectories that reach solvent
charge and solvent motions, but for clusters with about half @oordinates of about 1 eV befoRy,,. exceeds about 10 A
solvent shell the distinction is clear. Figure 7 traces the pathRave an opportunity to relax. Ry iS larger, thea’ state
of several trajectories in the=11 ensemble from excitation simply becomes lower in energy than thandA’ states, no
through theB—a’ transition and the subsequent motion ontransition occurs, and, | dissociates to1+1*.
thea’ state. For ease of illustration, the trajectories shown all  If the charge-transfer transition does occur, the solvent
begin as solvatedi -1 , but the overall picture is symmet- suddenly finds itself far out of equilibrium with the solute
ric under reflection througih® =0. As the solute dissoci- charge distribution, having acquired about 1 eV of excess
ates on thé state, the attempted motion ¢f bway from the  potential energy. Since much of this is immediately con-
solvent cluster slows the dissociation, providing time for theverted to kinetic energy, the cluster virtually explodes. Some
solvent to reorganize enough to bring about coupling betrajectories dissociate directly on tleeand A’ anomalous
tween theB anda’ states. In trajectories that undergo chargecharge switching states, an event not observed in 790 nm
transfer, shown in Fig. (8, the charge hops, forming sol- excitation except in the smallest clusters. However, the ma-
vated |, and E escapes. Figure(B) shows trajectories jority of trajectories make transitions to teand X states
crossingA® =0 as the transfer of COmolecules yields)]  from theA’ or a state minimum aA®=0. These transitions
+ solvated | , trapped on the’ state. Table | shows that occur by either charge or solvent transfer, and the two are
for intermediate cluster sizes, charge transfer fidrto a’ difficult to distinguish, because the solvent coordinate re-
primarily results in fast dissociation on the upper spin-orbitmains small. If the escaping solvent molecules remove
states, while solvent transfer usually precedes spin-orbit reenough energy, the, Ibond can reform on th& state and
laxation. The following section further details the role of undergo vibrational relaxation. Although we have not ana-
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increasing cluster asymmetry, is implied by the destabilization of anomalous 5 -
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from statea’ to statea followed by solvent reorganization. 4. Transition ‘g_
from statea to stateA. For this trajectory,J ultimately dissociates on thk g
state(not shown. 0 . ) "
100 T T T T T T
©
, Lo : o S
lyzed the final vibrational relaxation completely, we find it to 95
be much slower than observed in 790 nm dissociation, as far % 50 | - ﬁ{/x 4
fewer solvent molecules remain to dissipate energy. 3 a
Figure 8 shows the potential energy of the cluster in each 2
electronic state as a trajectory progresses. To conserve space, 0 L LT
a trajectory with faster than average relaxation dynamics is 0 2 4 6 8 10
shown. States of the same charge switching character run time (ps)

rothIy p_arallel to each Oth?r’ since they resPond. Slml!arlyt IG. 9. Properties of th@=13 ensemble(a) Average magnitude of the
changes in the SOIVenF environment. At 250 fs '[hIS. trajectorsoyyent coordinate vs time, sorted by product chaniix¢land(c) Electronic
makes aB—a’ transition. As the cluster reorganizes to a state populations vs time for trajectories that undergo spin-orbit relaxation.
larger solvent coordinate on thee state between 250 and See Sec. IV C for further details.

500 fs, the anomalous charge flow statesdmstabilized At

e by s e o oA 110 Tanions 1 i angA” ttes andl, decreases.
y P 9 ' After 1 ps, transitions to thé and X states begin, and on

bilizes the anomalous charge sw_|tch|ng_ statgs and brings th[ﬁese states asymmetric solvent configurations are favored.
four states of the lower spin-orbit manifold into resonance

‘Rather than increasingA ®|,, levels off, reflecting the fact
H av ’

T.h ere _the trajectory hops to the state at 1.25 ps ang | that much of the solvent has evaporated from the cluster.

dissociates. ; . e
. . . After 5 ps the two spin-orbit relaxed products differ: the
Figure 9a) displays the ensemble average of the magni- . L o
. ! . dissociative products maintain a steady value of the solvent

tude of the solvent coordinate as a function of time for

_ N ) rdinate, while th Ivent rdinate of the recombin
I, (CO,)13. The ensemble is divided according to the threeCOO dinate e the solvent coordinate of the recombined

: . _products decreases. Vibrationally relaxes on th¥ state by
types of final products. Figurest9 and 9c) show the elec evaporating C@ molecules from the cluster, and far=13

tronic state populations vs time for the same ensemble, Witfg1|| of the solvent is gone by 20 ps, forcidgb to zero
the trajectories that dissociate on testate omitted. Figure ' '
9(b) shows the populations of tHg anda’ states, and Fig. D. Summar

9(c) shows the population of states in the ground spin-orbit™ y

manifold grouped by charge flow character. Following exci-  In Fig. 10 we revisit our qualitative picture of the poten-
tation to theB state, all trajectories experience a slight in-tial energy of solvated,l and include snapshots of trajecto-
crease in the solvent coordinate due to the increase in,the Iries to summarize the key features of the photodissociation
bond length. However, immediately afterward the solventdynamics. Within 200 fs after excitation to tBestate, theJ
coordinate decreases sharply as anticipated for the anombend length is large enough that the energy curves in this
lous B state[inset, Fig. 9a)]. The sharp rise at 200 fs coin- schematic diagram apply. The electronic character of &ate
cides with hopping to tha' state, where large solvent coor- which localizes the charge on the unsolvated iodine atom,
dinates are favored. From this point theH1* products prevents further dissociation. Solvent reorganization toward
dissociate directly with the solvent coordinate increasinga symmetric cluster configuration brings about transitions to
with Rgo e UNtil it reaches a maximum value. Meanwhile, the a’ state. Trajectories that undergo charge transfer pre-
between 0.5 and 3 ps the remaining trajectories begin maldominantly dissociate to solvated +1* products within
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trends in the experimental product branching ratio and the
mass distribution of photofragments. While the quantitative
agreement between theory and experiment is not as good as
in our previous simulations of 790 nm dissociatfSrthe
principal new feature seen in UV photodissociation—the on-
set of extensive spin-orbit quenching in the larger
clusters—is well reproduced. In fact, the first indications that
spin-orbit quenching could be efficient in these clusters came
from the simulations, which preceded the experiments by
several months. While the time scales for these processes
have not yet been determined experimentally in the, CO
clusters, the recombination time in OCS clusters is estimated
to be on the order of a few picosecorrdsonsistent with our
results.

Our results reinforce the lessons we have learned from
previous work. A proper interpretation of the experiments
and simulations requires an understanding of the interplay
between the solute charge distribution and the solvent envi-
ronment. These interactions depend strongly on the various
electronic states of the solute as well as on the dissociation

coordinate, Ry, «e; @nd thus interpretations based solely on
the isolated solute potential curves can be misleading. Just as
we found for 790 nm excitation to th&’ state, the anoma-
lous charge flow character of th# state prevents dissocia-
tion when strong solute-solvent interactions are present. A
FIG. 10. A s_ummary‘of the dynamics following 395 nm ph_otoexcitation. nonadiabatic transition to a state exhibiting normal charge
The schematic potential energy curves are those of Fig. 4, right-hand panﬁJi.OW is necessary for dissociation to continue. Strong inter-
actions with the solvent also affect dynamics on normal

1-5 ps, while trajectories that undergo solvent transfer beSharge flow states by creating a competition between solva-

come trapped temporarily on tfz state. Small clusters re- tion and chemical tionding, as evidenced by the trapping of
main trapped untilJ dissociates by evaporation df.| For trajectoiles on the state.. This too pargllels bghawor ob-.
clusters with nine or more COmolecules, however, the ;ervied in the near-IR _studles, tiut there is one important dis-
asymmetry of the solvent distribution abogt ¢an be large tinction between transient trapping on theandA _states. To
enough to overcome the atomic iodine spin-orbit splitting!€@ve theA state, the solute bond length must increase well
energy that separates thé state from the andA’ states. In Peyond the equilibrium value, but on the state } can
these systems, we see a strong correlation between solvefigctronically relax via solvent-mediated charge transfer,
transfer during th@to a’ transition and subsequent return to Providing that the solvation energy is greater than the spin-
the lower spin-orbit manifold. It appears that the early parti-OrPit splitting. This relaxation occurs at the shorter solute
tioning of energy into solvent motion enhances the likeli-Pond lengths characteristic of the trapped clusters, and the
hood that clusters will reach the larfe®| required to make ~requisite solvent coordlnatg is readily attained in clusters
a nonadiabatic transition to the lower spin-orbit states beford/ith more than half a solvation shell of GOTherefore, both
the solute bond length becomes too large for the chargglectronic relaxation(spin-orbit gquenching and thermal
transfer that accompanies that transition to occur. evaporation of neutral iodine deplete the number of clusters
From thea’ state, charge transfer to teor A’ state trapped on th@’ state. The two processes occur on compa-
brings about immediate reorganization of the cluster as thgable time scales in our simulations; however, electronic re-
spin-orbit excitation energy is converted into solvent motion /@xation becomes more efficient as cluster size increases.
In fact, much of the solvent boils off at this point, and itis ~ Analysis of the simulation trajectories using an exten-
even possible for dissociation of ko occur on these anoma- Sion of the electron-transfer picture described in our earlier
lous states. As the solvent coordinate returns to zero durinrk strongly suggests that the observed electronic relax-
this process of energy dissipation, transitions toAnendX  ation occurs via charge transfer from solvatedtd I*, this
states occur, typically within a few hundred femtoseconds oProcess being made resonant, and thereby efficient, by reor-
the transition out of tha’ state. From this point, trajectories 9anization of the solvent following the initial UV excitation.

may continue to dissociate, or they may recombine orXhe The charge-transfer event converts electronic energy into
state of } . solvent potential energy, which is dissipated by further sol-

vent rearrangement and evaporation. As a result, the spin-
orbit excitation energy is efficiently quenched within the
cluster. This mechanism provides an appealing explanation
The results of these simulations demonstrate that our efor the sharp onset of spin-orbit quenching with increasing
fective Hamiltonian model adequately describes the overalktluster size observed in both simulations and experiments.

recombination

V. CONCLUSION
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APPENDIX: MODEL HAMILTONIAN FOR SPIN-ORBIT eatu(q)—yq B p2 1 0
QUENCHING BY CHARGE TRANSFER H= +| =
B eg+u(q)+yq (Zmﬂo 1}
Electron and exciton transfer in condensed media are o
commonly described by means of semiempirical one- =H"+T. (A2)

electron Hamiltonian&®°%%8which help to identify the key
molecular parameters that determine the reaction rate. We The diagonal elements &, considered as functions of
present here a model of this type that is suitable for describd: trace out the diabatic potential curves, while the eigenval-
ing the interplay between charge transfer and spin-orbit coudes ofH® yield the corresponding adiabatic curves. If the
pling in solvated dihalide ions. This model provides a Hamil-Solvent coordinate is treated as an harmonic oscillat(y)
tonian to go along with the qualitative potential curvesis quadratic and the diabatic curves are a pair of displaced
sketched in Fig. 4, and provides further insight into theParabolas. The resonance coupliglepends stronglitypi-
mechanism of solvent-induced spin-orbit quenching. cally exponentially upon the interatomic separatidt The

We begin by reviewing the traditional spin-boson diabatic representation is most useful at laRjevhere g is
Hamiltonian for a two-level electronic system coupled lin- small; in this regime an electronic transition between the
early to a single coordinate representing the nuclear degreédabatic states can be viewed as a charge-transfer event.
of freedom®® %889 solution-phase electron transfer this co- These transitions occur primarily where the diabatic curves
ordinate is usually the solvent orientational polarizafidf? ~ Cross.ea— eg=2vq, with a probability proportional to8|°.
while in solid-state electron or exciton transfer it may in- For @ homonuclear diatomic solute,= e and the diabatic
clude both lattice and intramolecular vibratioi$8 in our ~ curves cross ag=0.
clusters, it describes the overall motion of the solvent cage ~The Hamiltonian above describes a single electron in a
from one side of the solute to the other. We will primarily Staté space that includes one orbital per site. Since the diha-
use the language of solution-phase electron transfer in ouide ions are one electron short of a closed shell, their elec-
discussion. We adopt a diabatic representation in which thBonic structure can be described in terms of a single-hole
basis states describe an electron localized on either of twBicture which is isomorphic to a one-electron picture; how-

atoms, labeled andB, having local site energies, andeg. ~ €Ver. the state space must be expanded to include the three
The model Hamiltonian then takes the form valencep-orbitals on each atom. We then have two reso-

nance integralsBs and By, which correspond to chemical
en B 1 0 —yq bonding interactions betwegmnorbitals that are respectively
,  (Al)  parallel and perpendicular to the internuclear axis. For the
time being we neglect spin-orbit coupling. In the localized
whereg is the electronic resonance integral that parametrizediabatic representation, the six-state adiabatic electronic
the chemical bonding interaction between the two sites, Hamiltonian consists of threexX22 blocks, two of which are
and p are the solvent coordinate and its corresponding moeegenerate,

p2

+ —+u(q)) +

H= 2m

[eatu(a)—1q Bs
Bs eg+u(q)+yq
eatu(q)—vq —Bn
~Bn ez +u()+yq : (A3)
eatu(d)—yq — B
—PBn eg+u(q)+q
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The signs of the off-diagonal elements have been chosemetry, we may choose linear combinations within theub-

so that whenBs and By are positive, the sigma-bonding space so that only one pair couples to ¥states; these are

state will have ungeradeu] symmetry while the pi-bonding the states with a total angular momentum projecti@n

states will haveg-symmetry, as in the actual molecule. =1/2. The Q=3/2 states remain purél states and we
The spin-orbit coupling operatdt- s mixes theX andIl leave them out. The resulting four-state electronic Hamil-

blocks. Because the model Hamiltonian has cylindrical symtonian is

etu(@-rg B —% 0
Bs egtu(q)+yq 0 —%
Ha= ; . ; ) . (A2)
5 eatu(@)—yq+3 Bu
0 —% —Bu 5B+U(Q)+7q+g

We now transform this Hamiltonian from the Hund’s Cdagrepresentation, in which the spin-orbit terms couple basis
states that are purely or IT in character, to the Hund's Cage) representation in which the spin-orbit terms appear on the
diagonal. Casédc) is appropriate when the spin-orbit splitting exceeds the resonance coupling, as is always the case at
sufficiently large interatomic distances; for isolatgdthe electronic wave functions are well described in Hund's Gasfor
R greater than about 6 &.Since the transformation mix@&s andIl states, one ends up with localized basis states that interact
through linear combinations @#y and By,

- 1 5 -
eatu(q)—yq+{ §(ﬁz_zﬂn) 0 \/?—(/32"',311)
1 2
5(,32_2,311) egtu(q)+yq+{¢ g(ﬁzﬂgn) 0
0 ?(,324‘/5%1) eatu(q)—vyq— 5¢ §(2ﬂz—ﬁn)
2 1 1
g(ﬁzﬂgn) 0 §(2,32—,3n) egtu(q)+yq— 5¢

The upper %2 block of H® describes the resonance blocks cross, as in Fig. 4. In the homonuclear casg (
interaction between ar lion and an1 atom, and the lower = e€g) the condition for such a crossing is that
to the interaction betweep‘land I in its spln-or.b|t ground $r=+2q=AD, (A6)
state. Indeed, one can think of the linear combination8,0f ) ) ) ) ) )
i.e., the differential solvation energy is equal to the spin-orbit

and By as arising fromp-orbitals that are tilted away from » HIEd Hal |
the internuclear axis by 30 and 60 deg. The diagonal elegpllttmg in the iodine atom. Thus, these are the matrix ele-

ments ofH¢, considered as functions of correspond to the ments responsible for spin-orbit relaxation via solvent-
. . P N . . induced charge transfer.
diabatic potential curves in Fig. @lthough Fig. 4 also in-

. L At a givenR, we expect thaBs will be much larger than
cludes thelly, states that have been omitted heMithin 1 since ap-orbital hole that is aligned with the internuclear

each spin-orbit block, charge transfer occurs primarily neat .« \vill have a larger overlap with the charge cloud on the
q=0 where the diabatic curves cross. However, B&5) |- jon than one which is aligned perpendicular to that axis.
also includes matrix elements/2/3) (Bs+ Bn) that couple  This expectation is confirmed by the relative depths ofthe
the spin-orbit blocks. Since these matrix elements are madgnd 1l state wells in J : the ground StateZEuJ/Z) is bound

up from interatomic resonance integrals, they also describpy 1.01 e\° while the binding energy in the first excited
charge-transfer events, and they will become important whestate EHQ,M) is estimated to be about 0.1 €¥To a first

the diabatic curves arising fromdifferent spin-orbit  approximation, we may regard all the charge-transfer events
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