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Simulation of UV photodissociation of I 2
2
„CO2…n : Spin-orbit quenching

via solvent mediated electron transfer
N. Delaney, J. Faeder, and R. Parsona)

JILA and Department of Chemistry and Biochemistry, University of Colorado and National Institute
of Standards and Technology, Boulder, Colorado 80309-0440

~Received 15 February 1999; accepted 16 April 1999!

We simulate the 395 nm photodissociation of I2
2 embedded in clusters of 6 to 22 CO2 molecules.

In the isolated molecule, photodissociation at this wavelength leads exclusively to spin-orbit excited
iodine (I* ) plus I2. In the larger clusters we observe efficient electronic relaxation, leading both to
dissociated products containing ground-state iodine and to recombined products containing I2

2 . The
time scale and cluster size dependence of the spin-orbit quenching process agree well with
experimental determinations of Sanovet al. ~companion paper!. The simulation trajectories show
that spin-orbit quenching occurs by resonant charge transfer from solvated I2 to a nascent I* atom.
A model derived from the theory of electron transfer reactions in solution illustrates that this
resonance arises when the I spin-orbit energy is compensated by the difference between the
solvation energies of the ion and the neutral. ©1999 American Institute of Physics.
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I. INTRODUCTION

In the decade that has passed since the pioneering
periments of Lineberger and co-workers,1,2 dihalide ions
have become favorite models for studying the effects
strong solvent-solute forces on elementary chemical re
tions. In particular, I2

2 has been studied in a wide variety
environments, including gas phase clusters,3–12 liquid
solutions,13–21 and gas-surface collisions,22–25 and these ex-
periments have stimulated a variety of theoreti
studies.26–47 These solvated molecular ions differ conside
ably from their neutral counterparts, since the interaction
tween the ion and the surrounding solvent, which can be
strong as the chemical bonding forces within the solute,
pends sensitively on the solute charge distribution. The e
tronic structure of the solvated ion is subject to strong p
turbations that depend on the coordinates of the solv
molecules. Therefore, the dynamics takes place on mul
mensional potential energy surfaces that cannot be re
sented in terms of pairwise interactions at even the low
level of approximation. We are confronted by two sorts
challenges: to develop an accurate method for simula
dynamics on these surfaces, and to devise a conceptua
ture with which to interpret the results of these simulatio
and to predict the results of future experiments.

Within the past two years the technical challenge h
been met through the development of effective Hamilton
descriptions of the electronic structure of the interact
solute-solvent system.41–46 Nonadiabatic molecular dynam
ics simulations computed with these Hamiltonians have s
cessfully reproduced the results of both time-independ
and time-dependent experiments. The results of these s
lations demonstrate that physical pictures based on the
lated molecule potential curves can be highly misleadi

a!Author to whom correspondence should be addressed; electronic
rparson@jila.colorado.edu
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For example, the gas phase photodissociation of I2
2 at 790

nm takes place directly on the repulsiveA8 state~Fig. 1!;
however, both simulations43,46and experiment11 show that in
a cluster of CO2 molecules this channel is closed and th
dissociation only occurs via nonadiabatic transitions to
lower A andX states.

In recent papers43,45 we have attempted to meet the co
ceptual challenge by developing a pictorial representa
inspired by the theory of electron transfer reactions
solution.48–50 The underlying idea is that crucial aspects
the dynamics are determined by the competition betw
solvation forces, which tend to localize the solute cha
distribution on a single atom, and chemical bonding forc
which prefer a delocalized molecular charge distributio
This motivates us to interpret the solvent dynamics in ter
of a collective ‘‘solvent coordinate,’’ defined in terms of th
electrostatic potential that the solvent exerts at the two so
atoms. This coordinate describes the energetic asymmet
the local solvent environment; the competition between s
vation and chemical bonding can be illustrated by plotti
the simulation trajectories as a function of the solute bo
length and of this solvent asymmetry coordinate. The cl
and simple patterns displayed when the dynamics is p
sented this way help untangle the dynamics of solve
induced nonadiabatic transitions.

In this paper we present results of the simulation of
photodissociation of I2

2 following excitation at 395 nm,
which brings the solute to states that correlate, in the isola
molecule, to a spin-orbit excited iodine atom~I* ) and an I2

ion, and extend the conceptual framework outlined above
aid in interpreting these dynamics. We describe an effici
mechanism for quenching the spin-orbit excited states w
the molecule is embedded in a cluster. This mechanism,
suggested during our earlier study of I2

2 in a uniform electric
field,36 involves charge transfer from a nascent solvated2

ion to the I* atom, yielding I2 and solvated I in its spin-orbi
ground state. The 0.94 eV energy gap between I and I* is
il:
© 1999 American Institute of Physics
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compensated by the difference between the ion and ne
solvation energies. The molecular dynamics simulatio
demonstrate that spin-orbit quenching is indeed efficient,
analysis of the simulations using the electron-transfer pic
confirms the proposed mechanism. In a companion pa
Sanovet al. provide convincing experimental evidence f
the process as well.51 Both simulation and experiment fin
that the time scale for electronic relaxation is a few picos
onds, orders of magnitude faster than observed for the c
sional quenching of I* by CO2

52 or the electronic relaxation
of I* pairs in liquids and in solid matrices.53,54

The paper is organized as follows. Section II gives
brief overview of the simulation methods; a complete disc
sion may be found in Refs. 44 and 45. The products of
trajectory simulations are described in Sec. III. Section
focuses on the dynamics we observe in a range of clu
sizes around half a solvation shell (n56 –13!, highlighting
the onset of spin-orbit relaxation. Section IV A describes
effects of solvation on the electronic states of I2

2 , and forms
the framework for our discussion of the dynamics.~In the
Appendix, these ideas are illustrated in more detail usin
simple one-electron Hamiltonian analogous to those use
the theory of electron transfer.! Details of the initial photo-
fragmentation process are presented in Sec. IV B, and
port for the proposed solvent-mediated relaxation of I* is
given in Sec. IV C. The dynamics is summarized in S
IV D, and Sec. V concludes the paper.

II. METHODS

The simulations described here use the same effec
Hamiltonian model as our earlier studies of photodissoc
tion dynamics at 790 nm.43,45While in the earlier studies the
electronic states that correlate to spin-orbit excited iod
were not populated, they were included in the basis state
the Hamiltonian, so no significant changes are required
apply the model to UV photodissociation. The interacti
between the solute I2

2 and the solvent CO2 molecules is de-

FIG. 1. Scaledab initio gas phase potential curves for I2
2 . The arrow shows

the 395 nm photoexcitation to theB 2Sg,1/2
1 state modeled in the curren

simulations.
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scribed by an operator that includes state-dependent ele
static and induction interactions between the solute and
vent based onab initio calculations of the solute wav
functions55 and experimental data for the solvent char
distribution56 and polarizability.57 The one-electron density
matrix derived from the solute wave functions is expanded
distributed multipole operators;58 diagonal elements of the
distributed multipoles describe the solute charge density
various electronic states, while off-diagonal elements
scribe transition charge densities that allow for polarizat
of the solute charge density by the solvent. State-indepen
atom-atom Lennard-Jones potentials account for the rem
ing dispersion and repulsion interactions; these are fit to
produce the known I2 – CO2 and I–CO2 potential curves.59

The CO2– CO2 interaction potential is taken from Murth
et al.56 This model captures the sensitive dependence of
solute charge distribution on the solute electronic state,
solute bond length, and the positions and orientations of
solvent molecules.

At each time step the matrix of the effective Ham
tonian, which depends parametrically upon the coordina
of all the solute and solvent nuclei, is constructed and dia
nalized, yielding the energies, forces, and nonadiabatic t
sition matrix elements required to proceed to the next s
distributed multipole analysis allows us to derive comp
analytical expressions for these quantities.45 Nuclear motion
on a single potential surface is computed using the velo
version of the Verlet algorithm,60 while hopping between
surfaces is computed using Tully’s method61,62 with some
minor modifications to account for nuclear decoherence.42,45

Since the trajectories are integrated in the adiabatic repre
tation, phenomena such as charge transfer do not necess
involve a transition between states, but can instead take p
adiabatically as a trajectory moves through an avoided cr
ing region.

For each cluster size studied, 100 trajectories were c
puted from starting configurations obtained by sampling
single 1 ns trajectory with an average temperature of 80
This temperature was chosen to lie on the upper end of
solid-liquid phase transition region in the clusters, based
our previous experience that such temperatures gave rea
able agreement with experimental results42 ~the experimental
cluster temperatures are known only very approximately63!.
The products are determined by integrating the trajecto
until the nuclear configuration meets either of two criter
the I–I distance exceeds 40 Bohr, or I2

2 undergoes more than
25 oscillations in a particular potential well. The dissociati
and recombination times vary from a couple of picoseco
to over 100 ps in some cases where I2

2 is temporarily trapped
in an excited electronic state. The time scale for evapora
of CO2 molecules from the clusters following photodissoc
tion appears to be much longer than the 2–100 ps over w
the trajectories are integrated, and thus our mass distribut
are expected to be shifted to larger mass with respect to
experimental results, which are measured at 5–10ms.3,64
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III. PHOTOFRAGMENTATION PRODUCT
DISTRIBUTIONS

The fragments resulting from photodissociation of2
2

(CO2)n at 395 nm can be grouped into three product ch
nels, two of which correspond to a dissociated solute (I21I!
and one to a recombined solute~I2

2). The two dissociative
channels differ in the average number of CO2 molecules left
surrounding the I2 fragment. As discussed in the compani
paper,51 this difference is energetically consistent with t
amount of CO2 evaporation that is expected to follow inte
nal conversion of the iodine spin-orbit energy into solve
motion, and our simulations allow us to confirm that t
heavy I2-based fragments result from dissociation on thea8
excited spin-orbit state~see state labels, Fig. 1!, whereas both
the light I2-based fragments and the recombined fragme
require relaxation to the lower spin-orbit states of I2

2 . The
relative intensity of each product channel as a function of
initial cluster size is shown in Fig. 2.

Figure 3 shows the mass distribution of products fro
simulated photodissociation of I2

2 (CO2)n for selected cluster
sizes at 395 nm. We expect our distributions to be shifted
larger mass relative to the experimental distributions si
the trajectories are terminated before solvent evaporatio
complete. For cluster sizesn<7 we see a single mode o
I2-based products centered at aboutk5n23, corresponding
to dissociation to solvated I21I* . At n58, there is essen
tially still a single mode of dissociative products; howev
2% of the trajectories undergo spin-orbit relaxation bef
dissociating. Forn59, about 35% of the trajectories ar
spin-orbit quenched, and there is a distinct second pea
the mass distribution of I2-based products corresponding
the loss of 3–4 additional CO2 molecules. Also, we begin to
see recombined I2

2 products. This sharp onset of spin-orb
relaxation is discussed in Sec. IV. Byn511 the three prod-
uct channels are roughly equal in intensity, and as the clu
size increases ground-state recombination becomes
dominant product. Byn520, dissociation to I21I* is no
longer observed, but dissociation on the lower spin-o
states is not completely quenched atn522, the largest clus-
ter size studied.

These trends are in broad agreement with the experim
tal observations of Sanovet al., although there are significan
differences in detail. In particular, we do not see the fin

FIG. 2. Branching ratios for the products of I2
2 (CO2)n photodissociation at

395 nm. 1s565%.
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structured dependence of the caging fraction on cluster
that is reported experimentally. Nor do we see the recom
nation channel opening at smaller cluster sizes than disso
tion from the lower spin-orbit states. Finally, the simulatio
overestimate the caging fraction for intermediate and la
cluster sizes. These discrepancies contrast with our ea
simulation of 790 nm photodissociation,43 where quantitative
agreement with experimental branching ratios was achiev
and suggest that ultraviolet~UV! photodissociation provides
a more sensitive test of the simulation model. Neverthele
the simulations and experiments deliver the same ove
message: spin-orbit quenching, which is completely abs
in the isolated molecule and in the smaller clusters, sudde
becomes efficient in clusters having more than 7–8 C2

molecules.

IV. DYNAMICS

A. Qualitative picture of solvent-mediated electronic
relaxation

The photofragmentation process is driven by the inter
tion between the solvent molecules and the changing ch
distribution of I2

2 in its various electronic states. Since th
electronic structure of the solute is strongly perturbed by
solvent, it is often misleading to interpret the dynamics
terms of the potential curves of isolated I2

2 alone.43 In the
present case, the most interesting features of the relaxa
dynamics take place at solute bond lengths of 5–10 Å, wh
the potential energy curves of isolated I2

2 , shown in Fig. 1,
are nearly flat. Under these circumstances the dynamic
dominated by motions within the solvent. A similar situatio
arises in the theory of electron transfer in solutions,48–50

where the ‘‘reaction coordinate’’ consists of solvent reorg
nization, and in previous work we have used a schem

FIG. 3. Simulated mass distribution of products for selected cluster si
Open bars represent I2-based products, filled bars represent I2

2-based prod-
ucts. The high mass dissociative fragments are produced in conjunction
I* , while the low mass fragments are accompanied by I in its ground s
orbit state.
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FIG. 4. Solvation effects on the solute potential energy at intermediate to large solute bond lengths. Center: energy levels of isolated I21I in its two lowest
electronic states. Left-hand panel: diabatic energy vs solvent coordinate,DF. Right-hand panel: adiabatic states associated with molecular state labels o2

2 .
StatesB, A8, anda exhibit anomalous charge flow. Arrows depict relaxation pathways observed in trajectories.
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picture inspired by the classical Marcus theory48 to interpret
the photofragmentation process following excitation at 7
nm. Here we extend this picture to include the states
correlate to spin-orbit excited iodine. With this model
guide the analysis of our simulations, we demonstrate
the mechanism for spin-orbit relaxation of I2

2 inside the clus-
ter is a form of solvent-induced charge transfer. In the A
pendix we examine these ideas in more depth using a sim
one-electron model Hamiltonian. We emphasize that th
simple models are used to only interpret the simulation
sults, not to calculate them. As described in Sec. II, the sim
lations use an effective Hamiltonian that explicitly includ
all of the solvent molecules and an accurate representatio
the solute charge distribution based on a distributed mu
pole analysis of theab initio wave functions.

Figure 4 displays the electronic energy levels of I2
2 at

large internuclear distances where both the spin-orbit ene
and the ion solvation energy exceed the chemical bond
interaction between I and I2. The center panel shows th
energy levels of the isolated solute. The two upper sta
correlate to I21I* , while the four lower states represe
I21I; these levels are separated by the atomic spin-o
splitting of 0.94 eV. The remaining panels in the figure sh
how these energy levels are influenced by the solvent.
this purpose we introduce a collective coordinate that
scribes the asymmetry of the local environment around
solute. The ‘‘solvent coordinate’’ is defined as the elect
static potential difference between the two I atoms, i.e.,
difference in energy when a charge of2e is moved from IA
0
at
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to IB holding all nuclear coordinates fixed. The magnitude
the solvent coordinate,DF, is small when the solvent mol
ecules are nearly equally shared between the two iodine
clei ~a ‘‘symmetric’’ cluster! and large when one nucleus
preferentially solvated~an ‘‘asymmetric’’ cluster!.

In the left-hand panel we adopt a diabatic picture
which the I•••I2 resonance coupling is neglected. The e
ergy of the solute-solvent system is minimized when the
charge is localized on a single atom and the solvent s
rounds that atom. Since the charge may reside on eithe
dine atom, this leads to two equivalent minima when t
energy is plotted against the solvent coordinate; th
minima are located in the figure atDF56z. Associated
with each minimum is a diabatic potential curve which, to
first approximation, depends quadratically on the solv
asymmetry coordinate; motion along this ‘‘Marcus p
rabola’’ entails reorganizing the solvent cluster while ho
ing the electronic charge distribution fixed. For example,
minimum at2z corresponds to solvated IA

21IB , and as the
system moves along the diabatic curve toward larger va
of DF the cluster becomes more symmetric, which raises
electronic energy since the solvent molecules are on ave
farther away from the solute charge. When the solvent co
dinate has reached a value of1z, the solvent has moved a
the way from IA

2 to IB , incurring a large energetic penalty
and at sufficiently large solvent coordinates the solvation
ergy exceeds the spin-orbit splitting energy so that the dia
tic states of ground-state iodine cross those associated
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I* . At zero solvent coordinate, the symmetrically equivale
pairs of diabatic states intersect and the degeneracy pa
of isolated I2

2 is recovered. The actual solvent motions i
volved in this problem are different from those invoked
the usual Marcus picture. In classical Marcus theory, solv
reorganization is brought about by reorientation of the di
lar solvent molecules, whereas here the solvent cage m
from one side of the solute to the other. Thus the solv
coordinate can be very large in these systems even tho
our solvent molecules have no permanent dipole momen

In the right-hand panel we restore the electronic c
pling to a value corresponding to a solute bond length
7–10 Å. The crossings at zero solvent coordinate beco
avoided crossings, and we can attach the molecular stat
bels of I2

2 to the resulting curves.65 A comparison to the
diabatic curves in the left-hand panel illustrates the two ty
of charge flow that we have identified in these systems.
the point2z on theA or X state the charge is localized onA
and the solvent favors this end of the diatom. Moving towa
a solvent coordinate of1z along the lower adiabatic curve
the solute charge and the solvent environment reorganiz
concert, crossing a barrier atDF50 and resulting in
IA1solvated IB

2 ; we have called this ‘‘normal charge flow.’
In contrast, a vertical excitation from the system at po
2z on the A or X state to the antibondingA8 or a state
corresponds to shifting the balance of charge from IA to IB
while the solvent remains near IA . As the solvent migrates
away from IA , toward the excess charge, the solute el
tronic energy rapidly decreases. However, after crossing
zero solvent coordinate, the electronic character of the s
changes to IA

2 1 IB , and the solvent is once again on th
uncharged end of the solute. Thus during adiabatic mo
on the upper curve, the solute charge and the solvent e
ronment move in opposition to each other; we have ca
this ‘‘anomalous charge flow.’’36,37,42,43,45 The same di-
chotomy applies to the two states of the upper spin-o
manifold: charge flow is normal on thea8 state and anoma
lous on theB state.36 This illustration of the origin of norma
and anomalous charge flow states is complementary to
explanation we gave in Ref. 45, Sec. 5. In a simple diato
linear combination of atomic orbitals-molecular orbita
~LCAO!-~MO! picture of I2

2 , the atomic orbitals of I2 and I
combine to produce delocalized bonding and antibond
molecular orbitals. An asymmetric solvent environment p
larizes the solute charge distribution in the bonding state
that the excess charge resides mostly on the more solv
atom. Since the ground and excited states must remain
thogonal, the charge localizes on the less solvated atom
the antibonding state. In general, states that are pred
nantly bonding in character exhibit normal charge flo
while states that are predominantly antibonding in chara
exhibit anomalous charge flow. The validity of this descr
tion for charge flow in these systems is demonstrated by
good agreement between the experimental and simul
photodissociation products of I2

2Arn clusters.42 The key dis-
tinction between states with normal and anomalous cha
flow is the location of the energy minimum along the solve
coordinate. States showing anomalous charge flow funne
system toward symmetric cluster configurations, while sta
t
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showing normal charge flow favor an asymmetric cluster
vironment.

With the aid of Fig. 4, we can identify the types o
electronic transitions and the relaxation pathways obser
in our system. An excitation of 395 nm takes the system
the B state, and transitions to thea8 state occur when the
solvent coordinate is nearly zero. A simple diabatic pass
through this region corresponds to solvent transfer, in wh
the solvent cage moves from one side of the solute to
other while the electronic charge distribution is unchang
This is indicated by arrow 2 on Fig. 4. If, however, the e
cess charge is transferred from one iodine atom to the o
as the system moves through the coupling region, the sol
returns to the side on which it began, as illustrated by arr
1. In this respect, the short-time dynamics on theB state
following UV excitation resemble those observed on theA8
state following visible excitation.45,46 Once on thea8 state,
however, the system may hop to theA8 or a state at the
points of intersection with thea8 curve, arrow 3. This charge
transfer differs from transitions seen in our 790 nm simu
tions, in that it occurs only from highly asymmetric solve
configurations. Following this charge transfer to the low
spin-orbit states, reorganization and evaporation of solv
molecules dissipate the excess potential energy and re
the system to the coupling region between thea/A8 andA/X
states, where both solvent and charge-transfer transit
take place, shown by arrow 4. Sections IV B and IV C d
scribe the results of our nonadiabatic dynamics simulati
within this framework.

B. Early times: Spin-orbit excited states

Before photoexcitation, the solute is at equilibrium in
ground (X) electronic state, where the I2

2 bond is stable rela-
tive to the solute-solvent interactions of roughly 200 me
per CO2 molecule. Clusters in the size rangen56 –13, on
which we focus this discussion, contain approximately ha
solvation shell of CO2 molecules, which group togethe
about one end of I2

2 , producing an asymmetric solven
environment.27,37,43,46

At t50, the solute is promoted to the repulsiveB state.
The excess charge flows rapidly to the less solvated iod
atom, and the solvent responds to this change in the so
polarization on a time scale of a few hundred femtosecon
The I2

2 bond length increases to 5 Å in roughly 150 fs, be-
fore translational motion of the solvent molecules begins.
Rsolute increases, the charge becomes fully localized on
less solvated iodine and moves farther away from the
vent. The Coulombic attraction between I2 and the CO2
cluster slows and ultimately prevents dissociation on theB
state.66 The CO2 molecules continue to move toward th
charge, though, making the solvent environment more s
metric. By this point the solute bond length is sufficient
extended that thea8 andB electronic states become dege
erate as the solvent coordinate approaches and pa
through zero, and nonadiabatic transitions begin to t
place. Figure 5 shows the population of theB and a8 elec-
tronic states versus time for selected cluster sizes. For
cluster sizes studied, trajectories begin hopping to thea8
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state at about 200 fs, and most have made the transitio
500 fs. Once on thea8 state, the solvent can catch I2 and
dissociation can proceed. For clusters with seven or fe
CO2 molecules,Rsolute increases monotonically following
transition to thea8 state, producing solvated I2 and I* ; we
refer to this as direct dissociation. The average times
quired to reach an I* –I2 separation of 40 Bohr~'20 Å! are
1.9 and 3.7 ps forn56 and 7, respectively.

Although direct dissociation accounts for some of t
products in larger cluster sizes, other mechanisms bec
possible with increased solvation. Forn58, where a single
product mode is observed in the mass distribution, two ty
of trajectories are observed. The products with five or m
CO2 molecules are formed by direct dissociation on a ti
scale of about 5 ps, while the trajectories leading to produ
with four or fewer solvent molecules require about 19
The origin of this difference in time scale is illustrated
Fig. 6, which maps out the motion of the trajectories on
a8 state as a function ofRsolute, the I2

2 bond length, andDF,
the solvent coordinate. All trajectories enter thea8 state at
DF'0. The trajectories producing heavy fragments dis
ciate promptly on thea8 state, Fig. 6~a!, while trajectories
with lighter products are characterized by diffusive moti
on thea8 state, which delays dissociation until I* escapes via
thermal evaporation, Fig. 6~b!. A similar trapping event oc-

FIG. 5. B anda8 electronic state populations vs time,n56,8,10. The tail in
the B state population is evident in cluster sizesn58,9,10 and to a lesse
degree atn511. A similar lengthening of the time for electronic relaxatio
from the A8 state was observed in our simulations of photodissociation
790 nm and was attributed to the time required for solvent rearrangeme
occur in asymmetric clusters.
by

er

e-

e
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curs on theA state following 790 nm excitation of I2
2 in CO2

clusters.43,45,67

For n59, the I21I* products that retain 6–9 solven
molecules form in 1–5 ps. Most of the remaining trajector
are trapped for some period of time on thea8 state, but the
additional CO2 molecule allows many trajectories to reac
large values of the solvent coordinate where relaxation to
lower spin-orbit manifold takes place. Figure 6~c! shows the
location of transitions from thea8 to thea andA8 states. Of
the trajectories that relax to the lower manifold, most dis
ciate to I21I in an average time of 19 ps, with three or few
CO2 molecules bound to the final I2 product, while others
recombine as discussed below. Trajectories trapped in tha8
state that do not undergo nonadiabatic transitions dissoc
to I2 (CO2)4,51I* in about 15 ps.

t
to

FIG. 6. Motion on thea8 state for selected trajectories withn58 ~a!, ~b!
and n59 ~c!. ~a! Trajectories producing heavy fragments~six or seven
solvent molecules remain! dissociate directly on thea8 state.~b! Trajecto-
ries producing fragments with four solvent molecules predominantly
dergo transient trapping on thea8 state before dissociating.~c! Trajectories
that relax to the lower spin-orbit states. The transitions, marked by
circles, occur nearDF561 eV, just beyond the solvent coordinates a
cessed inn58 trajectories.
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For the intermediate cluster sizes,n59 –12, another dis-
tinction between the rapidly dissociating and trapped tra
tories becomes apparent in the early-time dynamics. As
cussed in the previous section and illustrated in Fig. 4~c!,
there are two ways to make a nonadiabatic transition fr
the B state to thea8 state: charge transfer and solvent tran
fer. Either the excess charge can transfer from the unsolv
to the solvated iodine atom, or the solvent can migrate to
charged iodine; these pathways are depicted by arrows 1
2, in Fig. 4~c!, respectively. For trajectories that begin with
near-zero solvent coordinate it can be difficult to separate
charge and solvent motions, but for clusters with about ha
solvent shell the distinction is clear. Figure 7 traces the pa
of several trajectories in then511 ensemble from excitation
through theB→a8 transition and the subsequent motion
thea8 state. For ease of illustration, the trajectories shown
begin as solvated IA* 1IB

2 , but the overall picture is symmet
ric under reflection throughDF50. As the solute dissoci
ates on theB state, the attempted motion of IB

2 away from the
solvent cluster slows the dissociation, providing time for t
solvent to reorganize enough to bring about coupling
tween theB anda8 states. In trajectories that undergo char
transfer, shown in Fig. 7~a!, the charge hops, forming so
vated IA

2, and IB* escapes. Figure 7~b! shows trajectories
crossingDF50 as the transfer of CO2 molecules yields IA*
1 solvated IB

2 , trapped on thea8 state. Table I shows tha
for intermediate cluster sizes, charge transfer fromB to a8
primarily results in fast dissociation on the upper spin-or
states, while solvent transfer usually precedes spin-orbit
laxation. The following section further details the role

FIG. 7. Motion on theB and a8 states for selected trajectories withn
511. Trajectories begin atRsolute53.3 Å on theB state~dashed lines! and
transfer to thea8 state~solid lines! nearDF50, Rsolute55 –8 Å . ~a! Charge
transfer followed by direct dissociation, producing heavy I2 fragments.~b!
Solvent transfer followed by transient trapping on thea8 state.
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solvent motion in inducing relaxation to the lower spin-orb
manifold.

C. Later times: Spin-orbit relaxation and
recombination

When the I2
2 solute is in itsa8 electronic state, asym

metric cluster configurations are favored. Figure 4~c! shows
that increasing solvation destabilizes thea andA8 electronic
states, which cross thea8 state at a large value of the solve
coordinate. This crossing occurs when the asymmetric
vent environment compensates for the energy gap betw
these electronic states in bare I2

2 , which at Rsolute.5 Å is
essentially the spin-orbit splitting of iodine atom, 0.94 e
This type of mechanism was suggested, in a more spec
tive context, in an earlier study of the electronic structure
I2
2 in a uniform electric field;36 there it was referred to a

‘‘field-induced resonance.’’ In our trajectories, transitions
the lower spin-orbit manifold occur at solvent coordinat
greater than 0.75 eV. Sincen59 is the smallest cluster siz
for which such values are commonly reached on thea8 state
~see Fig. 6!, this marks the onset of appreciable spin-or
relaxation in our simulations.

Figure 4 also demonstrates that a transition from thea8
state to either thea or A8 state involves transferring an elec
tron between the two iodine atoms. Since electron tran
requires nonzero overlap of the wave functions on the t
iodine atoms and therefore cannot occur over an arbitra
large distance, spin-orbit relaxation is not seen in the m
rapidly dissociating clusters. Trajectories that reach solv
coordinates of about 1 eV beforeRsolute exceeds about 10 Å
have an opportunity to relax. IfRsolute is larger, thea8 state
simply becomes lower in energy than thea andA8 states, no
transition occurs, and I2

2 dissociates to I21I* .
If the charge-transfer transition does occur, the solv

suddenly finds itself far out of equilibrium with the solu
charge distribution, having acquired about 1 eV of exc
potential energy. Since much of this is immediately co
verted to kinetic energy, the cluster virtually explodes. So
trajectories dissociate directly on thea and A8 anomalous
charge switching states, an event not observed in 790
excitation except in the smallest clusters. However, the m
jority of trajectories make transitions to theA and X states
from theA8 or a state minimum atDF50. These transitions
occur by either charge or solvent transfer, and the two
difficult to distinguish, because the solvent coordinate
mains small. If the escaping solvent molecules remo
enough energy, the I2

2 bond can reform on theX state and
undergo vibrational relaxation. Although we have not an

TABLE I. Correlation of B→a8 transition type with final products. The
percentage of trajectories, normalized within each product channel, tha
dergo charge transfer~CT! or solvent transfer~ST!.

I21I* I21I I2
2

n % CT % ST % ST

10 68 95 100
11 90 75 88
12 89 91 78
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lyzed the final vibrational relaxation completely, we find it
be much slower than observed in 790 nm dissociation, as
fewer solvent molecules remain to dissipate energy.

Figure 8 shows the potential energy of the cluster in e
electronic state as a trajectory progresses. To conserve s
a trajectory with faster than average relaxation dynamic
shown. States of the same charge switching character
roughly parallel to each other, since they respond similarly
changes in the solvent environment. At 250 fs this traject
makes aB→a8 transition. As the cluster reorganizes to
larger solvent coordinate on thea8 state between 250 an
500 fs, the anomalous charge flow states aredestabilized. At
1 ps the trajectory undergoes charge transfer to thea state,
followed by a rapid reorganization of the solvent, which s
bilizes the anomalous charge switching states and brings
four states of the lower spin-orbit manifold into resonan
There the trajectory hops to theA state at 1.25 ps and I2

2

dissociates.
Figure 9~a! displays the ensemble average of the mag

tude of the solvent coordinate as a function of time
I2
2 (CO2)13. The ensemble is divided according to the thr

types of final products. Figures 9~b! and 9~c! show the elec-
tronic state populations vs time for the same ensemble, w
the trajectories that dissociate on thea8 state omitted. Figure
9~b! shows the populations of theB anda8 states, and Fig
9~c! shows the population of states in the ground spin-o
manifold grouped by charge flow character. Following ex
tation to theB state, all trajectories experience a slight i
crease in the solvent coordinate due to the increase in th2

2

bond length. However, immediately afterward the solv
coordinate decreases sharply as anticipated for the ano
lous B state@inset, Fig. 9~a!#. The sharp rise at 200 fs coin
cides with hopping to thea8 state, where large solvent coo
dinates are favored. From this point the I21I* products
dissociate directly with the solvent coordinate increas
with Rsolute until it reaches a maximum value. Meanwhil
between 0.5 and 3 ps the remaining trajectories begin m

FIG. 8. Cluster potential energy of each electronic state vs time for a si
trajectory. Initially, the states are, in order of increasing energy,X, A, A8, a,
a8, B. 1. Transition from stateB to statea8. 2. Solvent reorganization
increasing cluster asymmetry, is implied by the destabilization of anoma
charge flow states. 3. Spin-orbit relaxation via charge-transfer trans
from statea8 to statea followed by solvent reorganization. 4. Transitio
from statea to stateA. For this trajectory, I2

2 ultimately dissociates on theA
state~not shown!.
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ing transitions to thea andA8 states, anduDFuav decreases.
After 1 ps, transitions to theA and X states begin, and on
these states asymmetric solvent configurations are favo
Rather than increasing,uDFuav levels off, reflecting the fact
that much of the solvent has evaporated from the clus
After 5 ps the two spin-orbit relaxed products differ: th
dissociative products maintain a steady value of the solv
coordinate, while the solvent coordinate of the recombin
products decreases. I2

2 vibrationally relaxes on theX state by
evaporating CO2 molecules from the cluster, and forn513
all of the solvent is gone by 20 ps, forcingDF to zero.

D. Summary

In Fig. 10 we revisit our qualitative picture of the pote
tial energy of solvated I2

2 and include snapshots of trajecto
ries to summarize the key features of the photodissocia
dynamics. Within 200 fs after excitation to theB state, the I2

2

bond length is large enough that the energy curves in
schematic diagram apply. The electronic character of statB,
which localizes the charge on the unsolvated iodine ato
prevents further dissociation. Solvent reorganization tow
a symmetric cluster configuration brings about transitions
the a8 state. Trajectories that undergo charge transfer p
dominantly dissociate to solvated I21I* products within

le

s
n

FIG. 9. Properties of then513 ensemble.~a! Average magnitude of the
solvent coordinate vs time, sorted by product channel.~b! and~c! Electronic
state populations vs time for trajectories that undergo spin-orbit relaxa
See Sec. IV C for further details.
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1–5 ps, while trajectories that undergo solvent transfer
come trapped temporarily on thea8 state. Small clusters re
main trapped until I2

2 dissociates by evaporation of I* . For
clusters with nine or more CO2 molecules, however, the
asymmetry of the solvent distribution about I2

2 can be large
enough to overcome the atomic iodine spin-orbit splitti
energy that separates thea8 state from thea andA8 states. In
these systems, we see a strong correlation between so
transfer during theB to a8 transition and subsequent return
the lower spin-orbit manifold. It appears that the early pa
tioning of energy into solvent motion enhances the like
hood that clusters will reach the largeuDFu required to make
a nonadiabatic transition to the lower spin-orbit states be
the solute bond length becomes too large for the cha
transfer that accompanies that transition to occur.

From thea8 state, charge transfer to thea or A8 state
brings about immediate reorganization of the cluster as
spin-orbit excitation energy is converted into solvent motio
In fact, much of the solvent boils off at this point, and it
even possible for dissociation of I2

2 to occur on these anoma
lous states. As the solvent coordinate returns to zero du
this process of energy dissipation, transitions to theA andX
states occur, typically within a few hundred femtoseconds
the transition out of thea8 state. From this point, trajectorie
may continue to dissociate, or they may recombine on thX
state of I2

2 .

V. CONCLUSION

The results of these simulations demonstrate that our
fective Hamiltonian model adequately describes the ove

FIG. 10. A summary of the dynamics following 395 nm photoexcitatio
The schematic potential energy curves are those of Fig. 4, right-hand p
e-

ent
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re
e

e
.

g
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f-
ll

trends in the experimental product branching ratio and
mass distribution of photofragments. While the quantitat
agreement between theory and experiment is not as goo
in our previous simulations of 790 nm dissociation,43 the
principal new feature seen in UV photodissociation—the o
set of extensive spin-orbit quenching in the larg
clusters—is well reproduced. In fact, the first indications th
spin-orbit quenching could be efficient in these clusters ca
from the simulations, which preceded the experiments
several months. While the time scales for these proce
have not yet been determined experimentally in the C2

clusters, the recombination time in OCS clusters is estima
to be on the order of a few picoseconds,51 consistent with our
results.

Our results reinforce the lessons we have learned fr
previous work. A proper interpretation of the experimen
and simulations requires an understanding of the interp
between the solute charge distribution and the solvent e
ronment. These interactions depend strongly on the var
electronic states of the solute as well as on the dissocia
coordinate,Rsolute, and thus interpretations based solely
the isolated solute potential curves can be misleading. Ju
we found for 790 nm excitation to theA8 state, the anoma
lous charge flow character of theB state prevents dissocia
tion when strong solute-solvent interactions are presen
nonadiabatic transition to a state exhibiting normal cha
flow is necessary for dissociation to continue. Strong int
actions with the solvent also affect dynamics on norm
charge flow states by creating a competition between so
tion and chemical bonding, as evidenced by the trapping
trajectories on thea8 state. This too parallels behavior ob
served in the near-IR studies, but there is one important
tinction between transient trapping on thea8 andA states. To
leave theA state, the solute bond length must increase w
beyond the equilibrium value, but on thea8 state I2

2 can
electronically relax via solvent-mediated charge trans
providing that the solvation energy is greater than the sp
orbit splitting. This relaxation occurs at the shorter solu
bond lengths characteristic of the trapped clusters, and
requisite solvent coordinate is readily attained in clust
with more than half a solvation shell of CO2. Therefore, both
electronic relaxation~spin-orbit quenching! and thermal
evaporation of neutral iodine deplete the number of clus
trapped on thea8 state. The two processes occur on comp
rable time scales in our simulations; however, electronic
laxation becomes more efficient as cluster size increases

Analysis of the simulation trajectories using an exte
sion of the electron-transfer picture described in our ear
work strongly suggests that the observed electronic re
ation occurs via charge transfer from solvated I2 to I* , this
process being made resonant, and thereby efficient, by r
ganization of the solvent following the initial UV excitation
The charge-transfer event converts electronic energy
solvent potential energy, which is dissipated by further s
vent rearrangement and evaporation. As a result, the s
orbit excitation energy is efficiently quenched within th
cluster. This mechanism provides an appealing explana
for the sharp onset of spin-orbit quenching with increas
cluster size observed in both simulations and experimen

.
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APPENDIX: MODEL HAMILTONIAN FOR SPIN-ORBIT
QUENCHING BY CHARGE TRANSFER

Electron and exciton transfer in condensed media
commonly described by means of semiempirical o
electron Hamiltonians,49,50,68which help to identify the key
molecular parameters that determine the reaction rate.
present here a model of this type that is suitable for desc
ing the interplay between charge transfer and spin-orbit c
pling in solvated dihalide ions. This model provides a Ham
tonian to go along with the qualitative potential curv
sketched in Fig. 4, and provides further insight into t
mechanism of solvent-induced spin-orbit quenching.

We begin by reviewing the traditional spin-boso
Hamiltonian for a two-level electronic system coupled li
early to a single coordinate representing the nuclear deg
of freedom.50,68,69In solution-phase electron transfer this c
ordinate is usually the solvent orientational polarization,48,49

while in solid-state electron or exciton transfer it may i
clude both lattice and intramolecular vibrations;50,68 in our
clusters, it describes the overall motion of the solvent c
from one side of the solute to the other. We will primari
use the language of solution-phase electron transfer in
discussion. We adopt a diabatic representation in which
basis states describe an electron localized on either of
atoms, labeledA andB, having local site energieseA andeB .
The model Hamiltonian then takes the form

H5F eA b

b eB
G1S p2

2m
1u~q! D F1 0

0 1G1F2gq 0

0 gqG , ~A1!

whereb is the electronic resonance integral that parametr
the chemical bonding interaction between the two sitesq
and p are the solvent coordinate and its corresponding m
rl
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mentum,u(q) is the potential energy associated with d
forming the solvent configuration, andg measures the
strength of the coupling between the electronic and solv
degrees of freedom.~The product 2gq, which measures the
energy gained by localizing the charge on one site and
forming the solvent around that site, corresponds to the ‘‘s
vent coordinate’’DF used in the main text of this paper!
Equation~A1! can be rewritten as the sum of an adiaba
electronic HamiltonianHel and a solvent kinetic energy term
T,

H5F eA1u~q!2gq b

b eB1u~q!1gqG1S p2

2mD F1 0

0 1G
[Hel1T. ~A2!

The diagonal elements ofHel, considered as functions o
q, trace out the diabatic potential curves, while the eigenv
ues of Hel yield the corresponding adiabatic curves. If th
solvent coordinate is treated as an harmonic oscillator,u(q)
is quadratic and the diabatic curves are a pair of displa
parabolas. The resonance couplingb depends strongly~typi-
cally exponentially! upon the interatomic separationR. The
diabatic representation is most useful at largeR, whereb is
small; in this regime an electronic transition between
diabatic states can be viewed as a charge-transfer ev
These transitions occur primarily where the diabatic cur
cross,eA2eB52gq, with a probability proportional toubu2.
For a homonuclear diatomic solute,eA5eB and the diabatic
curves cross atq50.

The Hamiltonian above describes a single electron i
state space that includes one orbital per site. Since the d
lide ions are one electron short of a closed shell, their e
tronic structure can be described in terms of a single-h
picture which is isomorphic to a one-electron picture; ho
ever, the state space must be expanded to include the
valencep-orbitals on each atom. We then have two res
nance integrals,bS andbP , which correspond to chemica
bonding interactions betweenp-orbitals that are respectivel
parallel and perpendicular to the internuclear axis. For
time being we neglect spin-orbit coupling. In the localiz
diabatic representation, the six-state adiabatic electro
Hamiltonian consists of three 232 blocks, two of which are
degenerate,
3
eA1u~q!2gq bS

bS eB1u~q!1gq

eA1u~q!2gq 2bP

2bP eB1u~q!1gq

eA1u~q!2gq 2bP

2bP eB1u~q!1gq
4 . ~A3!
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The signs of the off-diagonal elements have been cho
so that whenbS and bP are positive, the sigma-bondin
state will have ungerade (u) symmetry while the pi-bonding
states will haveg-symmetry, as in the actual molecule.

The spin-orbit coupling operatorz l•s mixes theS andP
blocks. Because the model Hamiltonian has cylindrical sy
e

el

ea

a
rib
he
en

-

metry, we may choose linear combinations within theP sub-
space so that only one pair couples to theS states; these are
the states with a total angular momentum projectionV
51/2. The V53/2 states remain pureP states and we
leave them out. The resulting four-state electronic Ham
tonian is
sis
the
case at

ract
Ha53
eA1u~q!2gq bS 2

z

A2
0

bS eB1u~q!1gq 0 2
z

A2

2
z

A2
0 eA1u~q!2gq1

z

2
2bP

0 2
z

A2
2bP eB1u~q!1gq1

z

2

4 . ~A4!

We now transform this Hamiltonian from the Hund’s Case~a! representation, in which the spin-orbit terms couple ba
states that are purelyS or P in character, to the Hund’s Case~c! representation in which the spin-orbit terms appear on
diagonal. Case~c! is appropriate when the spin-orbit splitting exceeds the resonance coupling, as is always the
sufficiently large interatomic distances; for isolated I2

2 the electronic wave functions are well described in Hund’s Case~c! for
R greater than about 6 Å.55 Since the transformation mixesS andP states, one ends up with localized basis states that inte
through linear combinations ofbS andbP ,

Hc53
eA1u~q!2gq1z

1

3
~bS22bP! 0

A2

3
~bS1bP!

1

3
~bS22bP! eB1u~q!1gq1z

A2

3
~bS1bP! 0

0
A2

3
~bS1bP! eA1u~q!2gq2

1

2
z

1

3
~2bS2bP!

A2

3
~bS1bP! 0

1

3
~2bS2bP! eB1u~q!1gq2

1

2
z
4 . ~A5!
(
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The upper 232 block of Hc describes the resonanc
interaction between an I2 ion and an I* atom, and the lower
to the interaction between I2 and I in its spin-orbit ground
state. Indeed, one can think of the linear combinations ofbS

and bP as arising fromp-orbitals that are tilted away from
the internuclear axis by 30 and 60 deg. The diagonal
ments ofHc, considered as functions ofq, correspond to the
diabatic potential curves in Fig. 4~although Fig. 4 also in-
cludes theP3/2 states that have been omitted here!. Within
each spin-orbit block, charge transfer occurs primarily n
q50 where the diabatic curves cross. However, Eq.~A5!
also includes matrix elements (A2/3) (bS1bP) that couple
the spin-orbit blocks. Since these matrix elements are m
up from interatomic resonance integrals, they also desc
charge-transfer events, and they will become important w
the diabatic curves arising fromdifferent spin-orbit
e-

r

de
e
n

blocks cross, as in Fig. 4. In the homonuclear caseeA

5eB) the condition for such a crossing is that
3
2 z562gq[DF, ~A6!

i.e., the differential solvation energy is equal to the spin-or
splitting in the iodine atom. Thus, these are the matrix e
ments responsible for spin-orbit relaxation via solve
induced charge transfer.

At a givenR, we expect thatbS will be much larger than
bP since ap-orbital hole that is aligned with the internuclea
axis will have a larger overlap with the charge cloud on t
I2 ion than one which is aligned perpendicular to that ax
This expectation is confirmed by the relative depths of theS
andP state wells in I2

2 : the ground state (2Su,1/2) is bound
by 1.01 eV10 while the binding energy in the first excite
state (2Pg,1/2) is estimated to be about 0.1 eV.55 To a first
approximation, we may regard all the charge-transfer eve
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as driven bybS , whose amplitude is distributed in varyin
amounts over the spin-orbit coupled Hund’s Case~c! states.
All of the charge-transfer matrix elements inHc are then of
the same order of magnitude; if anything, the terms ass
ated with charge transfer between the two spin-orbit ma
folds are somewhat larger than those associated with ch
transfer in the spin-orbit excited state. Thus there are
matrix-element restrictions on spin-orbit relaxation
charge transfer: the electron hops to whichever orbita
closest in energy. When the two atoms are equally solva
(q'0), the charge is transferred within a spin-orbit ma
fold, but in a highly asymmetric solvent environment (2gq
'6(3/2)z), charge transfer involves a transition betwe
the spin-orbit manifolds.

The model outlined above has one significant unphys
property: the Hamiltonian is cylindrically symmetric. This
a result of compressing the solvent effects into a single
ordinate that describes only the overall difference betw
the solvation energies at the two atoms, not the finer de
of the complicated electrostatic environment around the
ute. When these details are included, as they are in our s
lations,V is no longer a good quantum number and the el
tronic Hamiltonian cannot be reduced to four states. A
result, the spin-orbit excited states are quenched into all
lower states, rather than into one pair as in the model ab
This is seen in the simulations. Aside from this, the Ham
tonian model describes well the overall features of
solvent-mediated spin-orbit quenching mechanism: the p
cess does not occur at all until a threshold value of the
vent coordinate is reached, but once this criterion is met
process is highly efficient.
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