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Abstract: We have performed molecular dynamics simulations of protein surface loops solvated
by explicit water, where a prime focus of the study is the small numbers (e.g., ~100) of explicit
water molecules employed. The models include only part of the protein (typically 500—1000
atoms), and the water molecules are restricted to a region surrounding the loop. In this study,
the number of water molecules (N,) is systematically varied, and convergence with a large N
is monitored to reveal Ny(min), the minimum number required for the loop to exhibit realistic
(fully hydrated) behavior. We have also studied protein surface coverage, as well as diffusion
and residence times for water molecules as a function of N,. A number of other modeling
parameters are also tested. These include the number of environmental protein atoms explicitly
considered in the model as well as two ways to constrain the water molecules to the vicinity of
the loop (where we find one of these methods to perform better when N, is small). The results
(for the root-mean-square deviation and its fluctuations for four loops) are further compared to
much larger, fully solvated systems (using ~10 000 water molecules under periodic boundary
conditions and Ewald electrostatics) and to results for the generalized Born surface area (GBSA)
implicit solvation model. We find that the loop backbone can stabilize with a surprisingly small
number of water molecules (as low as five molecules per amino acid residue). The side chains
of the loop require a somewhat larger N, where the atomic fluctuations become too small if N,
is further reduced. Thus, in general, we find adequate hydration to occur at roughly 12 water
molecules per residue. This is an important result because, at this hydration level, computational
times are comparable to those required for GBSA. Therefore, these “minimalist explicit models”
can provide a viable and potentially more accurate alternative. The importance of protein loop
modeling is discussed in the context of these, and other, loop models, along with other challenges
including the relevance of an appropriate free-energy simulation methodology for the assessment
of conformational stability.

nected chain segments of a target protein on the basis of thea challenge also in protein engineering.

3163. E-mail: hagaim@pitt.edu.

10.1021/ct0503217 CCC: $33.50 © xxxx American Chemical Society

known X-ray structure of a homologous protein (or proteins);
A great amount of work has been devoted in the past 20 however, it still remains to determine the structure of the
years to understanding the function and determining the connecting (missing) loops. This endeavor, which is carried
structure (or structures) of protein loops. The latter is out by conformational search techniques or comparative
particularly important in homology modeling where one modeling, is not a trivial task and is an unsolved problem
generates initially a partial structure (a template) of uncon- for large loops: 3 the structure prediction of loops constitutes

Of special interest are surface loops that take part in

* Corresponding author. Phone: 412-648-3338. Fax: 412-648- protein—protein and proteiftligand interactions; such loops
can form “lids” over active sites of proteins, and mutagenesis
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experiments show that residues within these loops are crucialthe generalized Born surface area (GBSA) m&delas

for substrate binding or enzymatic catalysiBypically, these applied to loops of ribonuclease’®and has been found by
loops are flexible, and their flexibility is essential for protein  Blundell’s group to discriminate better than other models
function. Two general recognition mechanisms related to between the native loop structures and close-to-native
flexibility have been definednducedandselected fitThus, “decoy” structures’ 38 Very recently, an extensive study of
the conformational change between a free and a boundloops was carried out by Jacobson etawho used the
antibody demonstrates the flexibility of the antibody com- surface GB? and a nonpolar solvation mode(SGB—NP)
bining site, which typically includes hypervariable loops; this with the OPLS force field? Zhang et af® have tested their
provides an example of induced fit as a mechanism for knowledge-based statistical potential, DFIRE (distance-
antibody-antigen recognition (see, for example, refs 5 and scaled, finite ideal gas reference state), by applying it to the
6). Alternatively, theselected-fitmechanism has been sug- |oop sets studied in refs 3B9. Another interesting loop
gested, where a free loop interconverts among different prediction algorithm has been suggested by Xiang etal.,

microstates in thermodynamic equilibrium, and one of them and finally, we mention our loop studies, using a simplified
is selected upon bindiriga microstate is a limited region in - jmplicit model 303

conformational space such as the helical region of a peptide).
While loop flexibility can be detected by multidimensional
nuclear magnetic resonance (NMR) and X-ray crystal-
lography (in terms of elevated B factors in the latter method),
using these methods to map the most stable microstates o
an unbound loop (i.e., those with the lowest free energy) is
problematic, and one has, therefore, to resort to molecular
modeling techniques.

The popularity of implicit solvent models for loops stems
from their relative simplicity and the fact that the loops are
applicable to a wide range of conformational search tech-

iques, in particular, those that are based on energy

inimization. At least in principle, an energy-minimized
implicit model can be used as a gauge of loop stability (i.e.,
the free energy), because the solvent coordinates have been
) ’ ) _ “averaged out”. (Note, however, that this still does not

The interest in surface loops has yielded extensive 5ccqunt for the very important free-energy contribution
theoretical work, where one avenue of research has been the ggciated with the movement of the loop atoms within a
classification of loop structurés$: > However, to understand microstate.) On the other hand, explicit solvatiche more
various recognition mechanisms such as those mentioned, . ,rate modelingis computationally expensive and allows

ablove, g isr:nandr_sltolr/y to be able tol predic; the struhcture of application of limited types of search techniques. Therefore,
a loop by theoreticalicomputational procedures. The com- systematic studies of loop structure prediction with explicit

mo(rjmlylluset():i meéhodoklogles Im thlstcat(tegory fare Ct?]m%aratt'\./ewater have not been carried out; however, certain problems
modeting base ogﬂnown 00p structures from the Frotein involving loops have been studied with explicit water.
Data Bank (PDB}%'” an energetic modeling (based on a . . L

While the quality of these implicit models for loops has

force field), and methods that are hybrids of these two b g fth tound 1o be ad
approaches. However, mapping the most stable microstated'©t °€€Nn compared, most of them were found to be adequate
for predicting the backbone structure of loops (in the known

can only be achieved with the energetic approach that ) X . ! -
protein framework) of up to nine residues [i.e., a prediction

consists of calculating the loepgoop and loop-protein o A o
interaction energies. To be able to apply such calculationsWIthIn 1 A root-mean-squared deviation (RMSD) from the
X-ray crystal structur®]. However, the correlation between

to a large number of loops, the entire protein structure has
typically been kept fixed in its X-ray structure (and some- low free energy and low RMSD of structures generated by

times only part of it has been considered). Because of theconformational .search were found to be u.nsatisfac.:tory (jn
exposure of surface loops to the solvent, the developmentParticular, for highly charged loops), meaning that implicit
of adequate modeling of solvation is mandatory. The most Modeling, in most cases, is not suitable for mapping the most
stable microstates can then be generated by a combinatiorstable microstates, and for that, one will have to resort to
of conformational search techniques (simulated annea”ng,explicit solvation models. We have a special interest in such
the bond relaxation algorithm, the local torsional deformation Problems, as discussed in refs 30, 31, and 46 and in the
method, etc.); thermodynamic sampling methods, such asConclusions section.
molecular dynamics (MD) simulation or Monte Carlo; and  Therefore, the objective of this article is to examine the
methods for calculating the free ener§y3! validity (and efficiency) of explicit solvation models defined
Modeling of the solvent is of special importance. In some Within the framework of the limited model mentioned above,
of the earlier studies, the solvation problem was not addressedvhere the loop moves in the presence of a fixed protein
at all, while others only use a distance-dependent dielectric Structure. Here, the loop is “capped” with a number of water
function (i.e..¢ = r;; is substituted in the Coulomb potential, molecules K.), and our aim is to determine the minimal
E = qig/[rije], making the interactions decay more rapidly Nw which still leads to reliable results. More specifically,
asrj 9. Better treatments of solvation were applied by Moult we use the TIP3P model of watéand simulate the protein
and Jame8 and Mas et af? A systematic comparison of loop—water system by MDB%4°where only the loop atoms
solvation models was first carried out by Smith and Ho#ig, and the surrounding waters are allowed to move while the
who tested the = r model against results obtained by the rest of the protein atoms are kept in their X-ray coordinates;
finite difference Poisson Boltzmann calculation including a moreover, to further save computer time, we retain in the
hydrophobic term; the implicit solvation model of Wesson model only the part of the protein that is close to the loop.
and Eisenberj with ¢ = r was also studied by them. Later, To gauge performance, the RMSDs of the heavy backbone
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and side-chain atoms from the X-ray structure are calculatedin their calculations of the relative free energy of binding of
together with the RMSD fluctuations and other quantities. two inhibitors, whereas in 1991, Merz used 300 waters for

For the test cases studied here, the X-ray backbone loopcalculating the binding of C&xo human carbonic anyhdrase
structure is well-determined; that is, its atoms are defined !I.°° In 1993, Miyamoto and Kollman used 205 waters to
with re|ative|y low B factors; therefore, if the simulation solvate the active site of streptavidin in their calculation of
starts from the X-ray structure, for a |arge eno[]g’h one the absolute free energy of blndlng of biotin and other similar
would expect the simulated backbone to demonstrate stabil-ligands to this proteif® In 1997, Jorgensen’s group capped
ity, that is, to remain close to this structure for long 482 waters around the active site of trypsin and calculated
simulation times, while for a smaMy, the backbone might  the binding affinities of trypsirbenzamidine complexés;
escape to another microstate. On the other hand, some ohowever, in later publications of this group, caps including
the coordinates of the side-chain atoms are typically poorly Up to 1600 waters were usétin most of these works, a
resolved (high B factors), and in general, the side-chain Systematic investigation of the effect of the number of water
environment in the simulation could be expected to mimic Molecules has not been carried out. Our present study has
the experimental solution environment better than that of the been largely motivated by the work of Steinbach and
crystal; therefore, for the side chains, one would not expect Brooks?® who studied, by MD, the change in the RMSD of
the simulation to always reproduce the crystallographic data. Protein structures from their X-ray structures with an
However, asN,, is increased, the structure of the simulated increasing number of water molecules; they found that a
side chains is expected to stabilize at some microstate. Theséelatively small number of waters led to the behavior of the
are some of the criteria according to which the results are fully solvated system.
analyzed. (It should be emphasized, however, that during a
long enough simulation the loop will change microstates, Il. Methods
and therefore, such an analysis should be carried out with||. 1. Models. Our investigations are focused on the solvation
caution.) Finally, as further criteria to test the validity of the  of protein surface loops with small numbers of explicit water
restricted (or “minimalist”) loop models studied here, we moleculesN,. The protein portion of these models is further
solvate the corresponding (entire) proteins with water under |imited to just the loop atoms, and only the protein atoms
periodic boundary conditions, simulate them by MD, and pelonging to residues that are close to the loop. We will refer
compare the RMSD and fluctuations of the loops to those to this as the “partial-protein model”. To test the approxima-
obtained from the restricted solvation models. tions inherent in this model (which are chiefly limited

In this work, extensive MD simulation studies are carried solvation, a reduced protein environment, and lack of
out for four loops ranging in size from 8 to 10 residues; the flexibility in the template), we also model the entire protein,
loops are taken from the three proteins ribonuclease A solvated under periodic boundary conditions with particle
(RNase A), ser-proteinase, and proteinase. (We also reporimesh Ewald electrostatics. This model is referred to as the
results from less extensive tests conducted on several otheffull-protein model”. Both models will be described in detail
loops.) As mentioned above, differeNt,’s are tested for  in the following sections.
each loop (and other modeling parameters discussed below), All computational work associated with the partial-protein
and the minimaN,, [Nyw(min)] which reproduces the large  modeling (i.e., structure preparation and simulations) was
N, behavior is determined. Whil&l,(min) depends on  performed using the TINKER software package (version
various properties of the loop and its associated nearby4.2)5! which was modified to suit our specific needs. The
protein environment, for the four primary loops studied, we computational work for the full-protein models (structure
find Nyw(min) ~ 12 per residue, which (using the AMBER96 preparation, simulations, and analysis) was performed using
force fielcP® programmed in the package TINKERrequires a variety of programs in the AMBER software package
comparable computer time to running MD based on the (version 8). For both models, we used the AMBER96 force
implicit solvent, GBSA® It is also shown that for two loops  field,° where His is in the doubly protonated state (charge
the GBSA results deviate significantly from those obtained = +1) and four other residues are also modeled in their
with the explicit solvent. While these results are expected respective neutral pH charged states, Lyd), Arg (+1),
to be typical, they should be validated for each loop studied. Asp (—1), and Glu 1). The water molecules are modeled

It should be pointed out that approximate explicit solvation with the three-site TIP3P potenti4l.
models, where only part of the protein (around the active 1l.2. Construction of the Partial-Protein Model. The
site) is considered (and solvated), have been suggestedtarting coordinates for the partial-protein model are taken
before. One of the first was the stochastic boundary model from the PDB X-ray structure (where hydrogen atoms and
of Karplus’ group, where the region of interest (including disulfide bonds are added in the usual manner). As stated
the protein and the solvent) is divided into subregions of above, the loop atoms, and only the protein atoms that are
decreasing importan®; we have used this model for close to the loop, are included in the model. The nonloop
calculating the backbone entropy of loops in the proteit¥as. atoms which are retained in the model are collectively
In many other studies of ligands in active sites, caps of water referred to as the “template”. To construct the template (see
molecules were built around these sites, with the number of also Figure 1), the center of mass of the loop backbone atoms
water molecules typically increasing as computers have is calculated as a reference point. We denote the coordinates
become more powerful. For example, in 1986, Bash &t al. of this point asxcmp. A distance Remp is chosen such that
used only 168 waters to cover the active site of thermolysine residues that are greater thidgm, from X.mp are not included
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Figure 1. Diagram showing the region of the protein that is
retained (the “template”) in the partial-protein model. The loop
is represented as the heavy black curve. The remainder of
the protein is shown as a gray blob. The center of mass of
the loop backbone, Xcmp, is located at the position marked as
®. The protein template is “cut out” at the dashed circle (a
sphere in three dimensions), which is defined by the distance
Riemp measured from Xcmp. All protein residues that are inside
this region are considered in the model, thus defining the
nearby protein environment for the loop.

Table 1. Diffusion Properties of Water Molecules
Calculated for the Partial-Protein Model of RNase A
[64—71]2

Ny  Reap (A) NsurfD' INsur/ NwD' - Dan Dsurt - Tan (PS)  Tsurf (PS)
300 20 103.2 0.344 496 2.61 6.8 12.9
200 19 96.8 0.484 4.03 253 8.4 13.3
120 18 79.1 0.659 2.73 1.98 12.4 17.0
70 17 57.8 0.825 1.71 1.43 19.8 23.6

50 17 44.4 0.888 128 1.12 265 30.2

2 Ny is the number of water molecules. Rcap is the radius of the
spherical solvent restraining region (SPH restraint). The same protein
template (Remp = 15 A) was used in all cases. INsu/ Nwis the
(average) fraction of water molecules observed at the surface of the
protein. Dy is the diffusion constant calculated for all N, water
molecules. Dg, is the diffusion constant calculated for just the water
molecules at the protein surface. Units for Dy and Dsy are 10-5 cm?/
s. Ta1 and sy are estimated residence times defined by the time for
a water molecule to diffuse a distance of 4.5 A. 7, is calculated for
all Ny, water molecules, and zsy is for the protein surface water only.
Statistical uncertainties in Nsuri/ Nwl Dai (Dsurf), and zan (zsurf) are
typically less than 0.003, 0.05 x 10> cm?/s, and 0.5 ps, respectively.
Other details and definitions are given in the text.

in the template. More specifically, if any atom in a protein

residue is less than the distargm, from Xcmp, the entire
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for a group of atoms.] The loop coordinates from this
configuration are used in the RMSD calculations, described
below.

As outlined in the Introduction, MD simulations of the
loop are carried out in the presence of the nearby template
atoms, along with th&l,, water molecules. Specifically, the
coordinates of the loop atoms evolve in time under the
influence of interactions with the template atoms, the water
molecules, and each other. The water molecules are also
mobile; they interact with each other, the protein atoms (in
both the loop and template), and the boundary of a contain-
ment region (described below). The template atoms, however,
are fixed in these simulations at their respective coordinates
in Xt (Where the purpose of this approximation is to increase
the computational efficiency, as it is then unnecessary to
calculate template-atorrtemplate-atom interactions).

11.3. Solvation of the Partial-Protein Model. To make
best use of (the solvating effects of) the limited number of
water molecules, they are restricted to a region that is close
to the loop. This also prevents evaporation. The situation is
similar to “capping” an active site, where one wishes to keep
water molecules near the most critical region of the model
investigation. Unlike many active sites, however, which tend
to be concave, a solvation region around a surface loop tends
to be more convex and, thus, can present more of a challenge.
We have implemented two methods to restrain the water
molecules to the vicinity of the loop. One involves a (semi-)
spherical restraining region, which we call the SPH restraint.
The other is a nearest-loop-atom-based restraint, which we
call the NLA restraint. Both will be described in detail below.

I1.3.1. Spherical Restraining Region.In the SPH re-
straint, water molecules are restrained with a flat-welled half-
harmonic potential (force constamt= 5 kcal mott A-2),
based on the distance from the “center” of the loop region.
That is, the distance of each water molecule (in practice,
the oxygen atom) is measured from a restraining cerigj.(

If this distance is greater than a prescribed distaRgeg, a
harmonic restoring force is applied; otherwise, the restraining
force is zero.

A reasonable restraining center could be, for example, the
center of mass of the loop backbone atoms gn= Xcmb)-

The choice ofR., On the other hand, should be roughly
based on the numbeN§) of water molecules used. It is

residue is included in the template. Otherwise, the residueiMportant to note, however, that a range of reasonBbie

is eliminated. Obviously, the choice Bfemp will determine

the number of environmental protein atoms to be include
in the model. Atom numbers for variolRemp values are

given in Table 1 for each of the loops studied.

values can be found; but obviously, for larbk’'s, small

d values ofRcs, would be undesirable. (This scenario would

be evidenced, for example, by a large average value for the
restraining potential.) Some examples R, at various
values ofN,, are available in Tables-27, where, in general,

The starting (PDB) coordinates for the loop and template Reap increases withN,,. In our modeling, the restraining
atoms are relaxed to a nearby geometry. This minimization yojume is typically quite large for the given number of water
is carried out using additional harmonic positional restraints molecules (i.e., much of the available volume is empty). A
(k=5 kcal mol* A=?), which are applied to all heavy atoms. more detailed discussion describing the nature of the solva-
This eliminates bad atomic overlaps and strains in the original tion within the partial-protein model will be given in section
structure, while keeping the atoms still reasonably close to |ll.
the PDB coordinates. These resulting relaxed coordinates are |n most cases, we have taken valueRgf whereRe, =
referred to as the “X-ray reference coordinates” and are Rem, (As described aboveRenmp is the distance value used
denoted ax . [Note thatx.m, (above) is a single point in  to determine the size of the template.) However, for large-
3D space, whereaX s specifies the whole coordinate set enough values oRc,, Water molecules can migrate away
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Table 2. Description of Loops and Modeling Parameters?

number of number of number of atoms:
protein atoms: protein NEVhc loop residues sequence R atoms: loop Riemp loop + template
RNase A (1rat) 1860 6808 64—71(8) ACKNGQTN 3.2 107 14,15,16 526, 572, 590
ser-proteinase (2ptn) 3223 9320 143-151(9) NTKSSGTSY 4.9 117 13,14,15 498,578, 738
proteinase (2apr) 4714 12393 128-—137loopl (10) DTITTVRGVK 4.3 158 11, 13,15 497,731, 1035
proteinase (2apr) 4714 12393 188-196 loop2 (9) IDNSRGWWG 4.5 143 11,13,15 569, 775, 1034

a Atom numbers are provided for different portions of the system: the entire protein, the loop atoms only, and the loop together with the
template. The number of atoms in the latter depends on the template radius parameter Riemp (in A), where the values separated by commas
give rise to the corresponding (comma separated) atom numbers. NEVbC is the number of water molecules used in the full-protein simulations.
Loop sequences are given with the charged residues as bold-faced letters. R is the ratio between the length of the stretched loop and the
distance between the C* of the first and last residues of the loop.

Table 3. Partial-Protein Model Results for RNase A [64—71]2

water Reap

N Riemp restraint (or Rnia) RMSD(BB) RMSD(SC) o(BB) a(SC) o"(BB) a"(SC)
300 15 SPH 20 0.57 (5) 1.31 (4) 0.19 (6) 0.48 (3) 0.14 (1) 0.28 (1)
200 15 SPH 19 0.54 (2) 1.13(11) 0.17 (1) 0.38 (8) 0.15(1) 0.24 (2)
200 15 SPH 16 0.55(2) 1.23 (8) 0.17 (2) 0.44 (5) 0.15(1) 0.26 (2)
200 16 SPH 19 0.56 (3) 1.22 (12) 0.17 (1) 0.37 (5) 0.15 (1) 0.25(2)
120 14 SPH 18 0.64 (23) 1.21 (19) 0.18 (4) 0.31 (6) 0.15(2) 0.21 (5)
120 15 SPH 18 0.54 (4) 1.02 (6) 0.17 (2) 0.29 (3) 0.15(1) 0.20 (3)
120 15 NLA 8.5 0.67 (19) 1.09 (8) 0.24 (10) 0.36 (6) 0.15(1) 0.23 (3)
120 16 SPH 18 0.61 (16) 1.35 (4) 0.21 (7) 0.34(2) 0.14 (1) 0.23(2)
100 15 SPH 16 0.52 (1) 1.00 (11) 0.15 (1) 0.27 (8) 0.14 (1) 0.20 (3)
70 14 SPH 14 0.50 (2) 1.27 (14) 0.15(1) 0.30 (4) 0.13 (1) 0.21(2)
70 15 SPH 17 0.50 (4) 1.02 (14) 0.17 (3) 0.26 (8) 0.14 (1) 0.17 (3)
70 15 NLA 7 0.58 (14) 1.00 (8) 0.19 (9) 0.27 (5) 0.14 (0) 0.19 (2)
70 16 SPH 16 0.52 (4) 1.40 (8) 0.18 (3) 0.33 (7) 0.15(2) 0.21 (3)
50 15 SPH 17 0.50 (3) 0.99 (9) 0.18 (3) 0.22 (3) 0.15(1) 0.15(1)
50 15 NLA 7 0.49 (1) 1.10 (10) 0.14 (1) 0.28 (3) 0.12 (1) 0.18 (2)
50 15 SPH 16 0.57 (13) 1.09 (38) 0.21 (6) 0.29 (20) 0.15 (2) 0.16 (2)
40 15 SPH 16 0.55 (10) 1.10 (7) 0.20 (9) 0.27 (5) 0.14 (3) 0.16 (1)
30 15 SPH 16 0.55 (8) 1.07 (6) 0.21 (7) 0.21 (5) 0.15 (4) 0.15(3)
20 15 SPH 16 0.51 (5) 0.99 (5) 0.19 (4) 0.17 (2) 0.14 (2) 0.13 (1)
10 15 SPH 16 0.67 (10) 1.21 (5) 0.22 (5) 0.18 (3) 0.18 (3) 0.15 (2)
5 15 SPH 16 1.03 (39) 1.59 (41) 0.27 (6) 0.24 (10) 0.21(3) 0.16 (2)
0 15 2.30 (85) 2.60 (82) 0.48 (36) 0.44 (37) 0.18 (2) 0.13 (1)
GBSA 15 1.93 (48) 2.71 (62) 0.54 (11) 0.70 (16) 0.29 (5) 0.32 (4)

a N, is the number of water molecules. Remp (in A) is a radius parameter defining the size of the template. The water restraint method is
either “SPH” (spherical restraining region) or “NLA” (nearest-loop-atom-based restraint), which are described (respectively) by the parameters
Reap O Rnia (A). The RMSD values (eq 2, averaged over all five trajectories) for the loop backbone (BB) and side-chain (SC) atoms are denoted
by RMSD(BB) and RMSD(SC), respectively. The corresponding RMSD fluctuations (eqs 3 and 6, averaged over all five trajectories) are denoted
o(BB) and o(SC), while the window-averaged RMSD fluctuations are denoted as ¢"(BB) and ¢(SC). The numbers in parentheses are the
standard deviations of the individual results from the five trajectories. For example, 1.31 (4) means that the standard deviation is 0.04, and 1.09
(38) implies a standard deviation of 0.38. All RMSD values and their fluctuations, o, are reported in A.

from the loop, around to the “back side” of the template, 11.3.2. Nearest-Loop-Atom-based RestraintA slightly
where their solvation effect is wasted. For this reason, we more elaborate restraint option for the water molecules is to
actually choose a restraining center such that employ a flat-welled half-harmonic potentigt & 5 kcal
mol~1 A-2) that is based on the distance to the nearest loop
Xsph = Xemb T (Reap ~ Remp Xemb ~ Xem)/ | (Xemp ~ Xem)| - (1) atom (for an example, see ref 60). Specifically, for each water
molecule, the distance to the nearest loop atom is calculated
and then compared to a prescribed distance vaig, If
this distance is less thaR., then there are no restraining
forces. If the distance is greater thRR, then a harmonic
restoring force is applied to (the oxygen of) the water
molecule and is directed along the vector between the water
and the nearest loop atom (see Figure 3).

wherex.m is the overall center of mass of the loop-template
system. Here, the effect is to shift the center of the restraining
sphere Xspn) toward the “loop side” of the loop-template
system (see Figure 2). This serves to keep the water
molecules away from the back of the template, because the
van der Waals radii of the “back side” template atoms will
now be closer to the wall of the restraining sphere. At the
same time, there will be sufficient room for water on the  The NLA restraint is arguably advantageous compared to
“loop side” of the template. the SPH restraint, because the implementation can be
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Table 4. Partial-Protein Model Results for Ser-Proteinase [143—151]2

water Reap

Ny Riemp restraint (or Rnia) RMSD(BB) RMSD(SC) a(BB) o(SC) a¥(BB) o"(SC)
300 13 SPH 20 0.69 (1) 151 (3) 0.14 (1) 0.26 (2) 0.13 (1) 0.20 (1)
200 13 SPH 19 0.69 (1) 1.53(2) 0.14 (1) 0.25 (2) 0.13 (0) 0.20 (1)
200 15 SPH 19 0.69 (1) 1.44 (3) 0.12 (0) 0.26 (2) 0.12 (0) 0.20 (2)
120 13 SPH 18 0.68 (1) 1.51 (7) 0.14 (1) 0.29 (3) 0.12 (1) 0.20 (2)
120 13 NLA 8.5 0.67 (1) 1.50 (7) 0.13 (1) 0.26 (3) 0.12 (1) 0.19 (1)
120 14 SPH 18 0.67 (3) 1.54 (11) 0.14 (1) 0.29 (3) 0.12 (1) 0.20 (1)
120 15 SPH 18 0.64 (1) 1.39 (8) 0.12 (1) 0.27 (2) 0.11 (2) 0.19 (1)
70 13 SPH 17 0.80 (11) 1.49 (13) 0.22 (6) 0.32 (4) 0.15 (2) 0.18 (1)
70 13 NLA 7 0.69 (3) 1.46 (3) 0.17 (3) 0.28 (3) 0.13 (1) 0.20 (1)
70 14 SPH 17 0.83 (10) 1.57 (15) 0.25 (5) 0.37 (13) 0.16 (1) 0.19 (1)
70 14 NLA 7 0.65 (1) 1.40 (4) 0.13 (1) 0.27 (3) 0.12 (2) 0.19 (1)
50 13 SPH 17 1.28 (40) 1.88 (32) 0.30 (7) 0.35(7) 0.17 (4) 0.17 (3)
50 13 NLA 7 0.75 (5) 1.55 (5) 0.21 (6) 0.32 (1) 0.15 (1) 0.19 (1)
GBSA 13 0.71 (3) 1.52 (9) 0.18 (2) 0.31 (2) 0.16 (1) 0.24 (2)

2 The various parameters are defined in the captions of Table 3.

Table 5. Partial-Protein Model Results for Proteinase [128—137] (Loop 1)2

water Reap

Ny Riemp restraint (or Rua) RMSD(BB) RMSD(SC) o(BB) o(SC) o"(BB) 0"(SC)
300 13 SPH 20 0.74 (3) 2.19 (12) 0.12 (1) 0.37 (11) 0.09 (1) 0.17 (4)
200 13 SPH 19 0.73 (2 2.16 (19) 0.12 (0) 0.40 (7) 0.10 (1) 0.21 (5)
120 13 SPH 18 0.66 (2) 2.31 (14) 0.12 (2) 0.30 (7) 0.10 (1) 0.14 (3)
120 15 SPH 18 0.71 (5) 2.25 (13) 0.12 (1) 0.18 (3) 0.10 (1) 0.12 (2)
70 11 SPH 17 0.72 (2) 2.19 (2) 0.10 (0) 0.22 (3) 0.09 (0) 0.11 (2)
70 11 NLA 7 0.70 (3) 2.29 (13) 0.09 (1) 0.27 (5) 0.08 (0) 0.13 (2)
70 13 SPH 17 0.67 (3) 2.41 (8) 0.11 (1) 0.12 (3) 0.09 (1) 0.08 (1)
70 13 NLA 7 0.67 (3) 2.33 (6) 0.12 (1) 0.20 (3) 0.10 (1) 0.11 (2)
70 15 SPH 17 0.74 (3) 2.18 (12) 0.08 (1) 0.12 (4) 0.07 (1) 0.08 (1)
70 15 NLA 7 0.72 (4) 2.21 (11) 0.10 (1) 0.15 (5) 0.08 (1) 0.10 (3)
50 13 SPH 17 0.66 (2) 2.41 (3) 0.10 (1) 0.13 (1) 0.09 (1) 0.08 (1)
50 13 NLA 7 0.63 (1) 2.43 (9) 0.10 (1) 0.12 (6) 0.09 (1) 0.07 (1)
40 13 SPH 16 0.68 (4) 2.34 (16) 0.09 (1) 0.11 (3) 0.08 (1) 0.08 (1)
30 13 SPH 16 0.70 (4) 2.43 (4) 0.09 (2) 0.11 (2) 0.07 (1) 0.07 (0)
20 13 SPH 16 0.72 (5) 2.46 (6) 0.21 (6) 0.32 (1) 0.15 (1) 0.19 (1)
10 13 SPH 16 0.89 (11) 2.63 (9) 0.11 (4) 0.13 (4) 0.07 (1) 0.08 (1)
5 13 SPH 16 0.84 (17) 2.56 (12) 0.07 (1) 0.11 (6) 0.06 (1) 0.07 (1)
0 13 1.08 (13) 2.65 (24) 0.07 (4) 0.11 (2) 0.05 (1) 0.09 (2)
GBSA 13 0.79 (8) 2.88 (14) 0.18 (2) 0.31(2) 0.16 (1) 0.24 (2)

2 The various parameters are defined in the captions of Table 3.

somewhat less-dependent on the loop-template geometry, afXcmp — Xem)| (i-€., on the “loop side” of the loop-template

it is able to effect a “glovelike” fit to the loop regardless of system). The positions of the water molecules are then energy
the conformation. Again, the choice Bfij. should be based  minimized, keeping all protein atoms fixed e (and
roughly on the number of water molecules used in the model subject to the water restraints described above). Following
(and noting again, however, that acceptable performance carthis minimization, 300 ps of MD simulation is performed to
be obtained over a range of reasonable values). For veryequilibrate the water molecules, keeping the protein atoms
smallN,’s, we often choos®&,,'s to be roughly two water-  fixed atX,. The first 50 ps is run at 600 K, followed by 50
molecule diameters, plus a little fluctuation room (e.g., 7 ps at 450 K. These higher temperatures allow the water
A). For largerNy,’s, Rqa is increased somewhat. In general, molecules to spread out and explore the entire protein surface
the restraining volume is typically still large for the given (within the allowable restraining volume). The remaining 200
number of water molecules. ps is run at 300 K.

[1.4. Details of the Partial-Protein Simulations. Above, As mentioned above, the main (production) MD simula-
we described the initial preparation (from PDB coordinates) tions consist of the moveable loop atoms and water molecules
of the loop-template system, thus resulting in the coordinates(subject to the SPH or NLA restraints), in the presence of
Xrer. A cluster ofN,, water molecules is then added to this the fixed template. Therefore, following the above equilibra-
system. The center of mass of the water cluster is initially tion, the protein loop atoms are allowed to move (along with
positioned, away from the protein atoms (such that there arethe water) and are equilibrated (at 300 K) for 30 ps. The
no van der Waals overlaps), in the directionxaff — Xcm)/ production MD simulations are performed at 300 K and are
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Table 6. Partial-Protein Model Results for Proteinase [188—196] (Loop 2)2

water Reap

Ny Riemp restraint (or Rnia) RMSD(BB) RMSD(SC) a(BB) a(SC) o"(BB) a"(SC)
300 13 SPH 20 0.63 (44) 1.50 (50) 0.12 (1) 0.37 (11) 0.09 (1) 0.17 (4)
200 13 SPH 19 0.49 (3) 1.45 (19) 0.18 (5) 0.43 (11) 0.12 (0) 0.23 (1)
120 13 SPH 18 0.46 (4) 1.42 (18) 0.15 (2) 0.32 (10) 0.11 (1) 0.17 (2)
120 15 SPH 18 0.54 (6) 1.69 (36) 0.16 (1) 0.43 (15) 0.11 (1) 0.17 (2)
120 15 NLA 8.5 0.52 (7) 1.67 (41) 0.16 (2) 0.36 (12) 0.12 (1) 0.19 (4)
70 11 SPH 17 0.45 (9) 1.63 (6) 0.18 (12) 0.24 (6) 0.11 (1) 0.16 (2)
70 11 NLA 7 0.44 (2) 1.57 (10) 0.15 (2) 0.29 (2) 0.11 (1) 0.17 (2)
70 13 SPH 17 0.65 (42) 1.95 (36) 0.19 (8) 0.24 (6) 0.12 (2) 0.15 (2)
70 13 NLA 7 0.52 (5) 1.54 (17) 0.13 (1) 0.25 (7) 0.12 (1) 0.17 (5)
70 15 SPH 17 0.46 (5) 2.25 (8) 0.12 (1) 0.23 (10) 0.10 (0) 0.15 (1)
70 15 NLA 7 0.53 (6) 1.73 (39) 0.18 (8) 0.39 (15) 0.12 (2) 0.18 (4)
50 13 SPH 17 0.45 (4) 1.84 (19) 0.14 (2) 0.25 (5) 0.11 (1) 0.13 (2)
50 13 NLA 7 0.57 (13) 1.46 (20) 0.17 (5) 0.22 (4) 0.11 (1) 0.13 (3)
GBSA 13 1.16 (50) 2.86 (70) 0.32 (7) 0.56 (26) 0.17 (2) 0.26 (3)

2 The various parameters are defined in the captions of Table 3.

Table 7. Comparison of the Partial-Protein and Full-Protein Model Results?

N (or NP2 protein model superpose  RMSD(BB)  RMSD(SC) o(BB) o(SC) o"(BB) o"(SC)
RNase A [64—71]

6808 full-protein yes 0.61 (13) 1.62 (39) 0.18 (8) 046 (22) 011(2) 0.22(2)

300 partial-protein Remp = 15 A yes 0.42 (5) 1.03 (5) 0.15 (6) 0.37 (3) 0.11 (0) 0.19 (1)

300 partial-protein Riemp = 15 A no 0.57 (5) 1.31(4) 0.19 (6) 0.48 (3) 0.14 (1) 0.28 (1)

Ser-Proteinase [143—151]

9320 full-protein yes 0.57 (13) 1.33 (22) 0.15 (7) 0.29 (11) 0.12 (2) 0.17 (2)

300 partial-protein Remp = 13 A yes 0.44 (1) 1.12 (3) 0.10 (2) 0.22 (1) 0.09 (1) 0.15 (1)

300 partial-protein Riemp = 13 A no 0.69 (1) 1.51 (3) 0.14 (1) 0.26 (2) 0.13(1)  0.20 (1)
Proteinase Loop 1 [128—137]

12393 full-protein yes 1.04 (20) 2.47 (46) 0.24 (9) 0.54 (9) 0.13(4) 0.22(6)

300 partial-protein Remp = 13 A yes 0.59 (2) 2.00 (12) 0.10 (2) 0.34 (10) 0.08 (1) 0.13(3)

300 partial-protein Riemp = 13 A no 0.74 (3) 2.19 (12) 0.12 (1) 0.37(11) 0.09(1) 0.17 (4)
Proteinase Loop 2 [188—196]

12 393 full-protein yes 0.72 (27) 1.64 (36) 0.17 (6) 0.50 (15) 0.10(1) 0.24 (6)

300 partial-protein Riemp = 13 A yes 0.48 (33) 1.29 (39) 0.17 (10) 0.43(14) 0.09(1) 0.18(2)

300 partial-protein Remp = 13 A no 0.63 (44) 1.50 (50) 0.12 (1) 0.37 (11) 0.09 (1) 0.17 (4)

a Ny and Nf,’vb° denote the number of water molecules used in the partial- and full-protein models, respectively. Results for the partial-protein
model were obtained using the spherical restraining method with a radius parameter of Reap = 20 A in all cases. The superpose column indicates
whether RMSD values were minimized by superposing structures (see text). Other parameters are defined in the caption of Table 3.

run to a length of 5 ns. Five independent 5 ns production II.5. The Full-Protein Model and Simulations. Starting
runs are carried out for each system investigated. with the PDB coordinates (with added hydrogens and
Other important simulation details are as follows. The disulfide bonds), the entire protein was solvated in a
velocity form of the Verlet algorithf§t is used to integrate  rectangular box, giving a 10 A (11 A for ser-proteinase)
the equations of motion with a time step of 1 fs. The buffer distance to each wall of the box, as implemented in
RATTLE®? algorithm is used to fix all bonds involving LEaP. All of the crystallographic waters for ser-proteinase,
hydrogen atoms in the loop and to maintain the rigid and some of the waters for proteinase (the interior waters),
geometry of the TIP3P water molecules. The temperature iswere kept from the PDB files. Counterions (Nar CI")
maintained using a Berendsen thermd&staveak coupling were added to make the overall system charge neutral. The
method) with a time constant of 0.1 ps. No distance-basedresulting numbers of water molecules are given for each
cutoffs are applied to the nonbonded [Lennard-Jones (LJ) protein in Table 1 (denotel,).
and Coulombic] interactions. To eliminate any bad contacts/strains, the entire system
As mentioned in the Introduction, the explicit water partial- is energy minimized with harmonic positional restrairis (
protein results are compared with results obtained from MD = 100 kcal mot® A~2) applied to all protein atoms. This is
calculations carried out with the GBSA implicit solvation followed by a second minimization under weaker positional
model of Still and co-worker& as implemented within  restraintsk = 10 kcal mot? A=2). The coordinates resulting
TINKER (using the same simulation parameters described from these minimizations are used as a starting point for the
above). MD simulations. They are also taken as the “X-ray reference
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Figure 2. Two-dimensional diagram of the spherical water
restraining region (the “SPH restraint”). The loop is repre-
sented as the heavy black curve, and the protein template is
the region shown in gray. The dashed circle (radius = Riemp),
defining the edge of the template, is the same as that in Figure
1 and is shown here for convenience. Three positions are
marked with the symbol ® in the figure. These are, starting
from the bottom, X¢m, Xcmb, @nd Xsph. Xem i the center of mass
of all of the protein atoms considered explicitly in the model
(the loop and template atoms), while X¢mp (also shown in
Figure 1) is the center of mass of the loop backbone. X, and
Xcmb @re connected by a dotted line, which defines the vector
direction (pointing from Xcm t0 Xcmp) that is used to determine
the position of xsph. (That is, Xspn is shifted away from the
template, see eq 1.) Water molecules are contained within a
spherical region defined by the distance R.,, measured from
Xsph. This containment region is represented by the large outer
circle. Note that, generally, Reap > Riemp, and therefore, the
edge of this circle (sphere in 3D) is shifted to meet the (bottom)
edge of the template so as to keep the majority of the water
molecules on the “loop side” of the model system.

7

Figure 3. A two-dimensional diagram of the nearest-loop-
atom-based restraining region (the “NLA restraint”). The loop
is represented as the heavy black curve, and the protein
template is the region shown in gray. Water molecules
experience a restoring force only when the distance to the
nearest loop atom becomes greater than a value, Rya. For
this reason, the boundary of the surrounding containment
region mimics the shape of the loop itself, as shown in the
figure. Note that the loop side-chain atoms are also considered
(as nearest atoms) in the implementation.

White and Meirovitch

the protein atoms under positional restrairkks= 10 kcal
mol-* A=2). This is followed by another 40 ps of constant
pressure simulation under weaker positional restralts (

2 kcal molt A=), In the final equilibration stage, the
positional restraints are removed and the system is again
simulated at constant pressure for 40 ps. The production MD
simulations (constant andp) are run to a length of 2 ns.
Five independent 2 ns production runs are carried out for
each protein.

Other important simulation details are as follows. The
leapfrog form of the Verlet algorithm is used to integrate
the equations of motion with a time step of 2 fs. The SHAKE
algorithn$*is used to fix all bonds involving hydrogen atoms
in the protein and to maintain the rigid geometry of the TIP3P
water molecules. Berendsen coupling mett§ddee applied
to maintain constant temperature and pressure, both with time
constants of 1 ps. Coulombic interactions are modeled using
particle mesh Ewald electrostatiesvith a real space cutoff
of 8 A. (LJ interactions are also cutoff at 8 A, with a long-
range correction added to the energy and pressure.)

I1.6. Calculation of RMSD Values. An important gauge
of behavior in this investigation is the RMSD of the loop
atoms, measured with respect to the X-ray reference coor-
dinates Kef). We report two RMSD measures: the RMSD
of the loop backbone atoms [which is denoted as RMSD-
(BB)] and the RMSD of the loop side-chain atoms [denoted
as RMSD(SC)]. (Corresponding RMSD fluctuationéBB)
ando(SC), will also be reported.) In all cases, only the heavy
atoms are considered.

The methods used to calculate RMSD in the partial-protein
and full-protein models are somewhat different. Because of
the fixed template, RMSD values for the partial-protein
model can be straightforwardly calculated in a fixed coor-
dinate system. That is, given a coordinate Xefor any
structurei (sampled in the production runs), the (squared)
distances of the loop atoms ¥j are simply measured from
their positions inXer. (There is no superposing of structures.)
In the case of the full-protein model, the value taken is the
minimized RMSD resulting from superposing and Xief.
Here, these superpositions are based on minimizing the
RMSD of just the loop atoms and not the entire protein
coordinate set. More specifically, for RMSD(BB), only the
backbone atoms are superposed, and for RMSD(SC), only
the side-chain atoms are superposed.

The quantities defined in this section can be applied for
either the backbone or the side-chain atoms (or all of the
loop atoms, etc.). Therefore, we will temporarily drop the
“(BB)” and “(SC)” for compactness in the equations. In the

coordinates”, used in the RMSD calculations. Several stagesgiscussion of the results, however, we will typically refer to

of MD equilibration are performed in addition to the

the specific quantities (defined in eqs ) by including this

production runs. All MD simulations are carried out under more detailed (BB) or (SC) notation.

periodic boundary conditions, with a bath temperature of 300
K. Most of these simulations are also run under constant
pressuref) conditions, wherg in all of these cases is set

to 1 atm.

In the first stage of equilibration, the system is simulated
for 10 ps at constant volume with the protein atoms under
positional restraintsk(= 10 kcal mot* A=2). The next stage
consists of 40 ps of constant pressure simulation, again with

We calculate RMSPvalues as averages for the entire run
(trajectory)i. Thus, for a single configuratioK;, we have
the “instantaneous” value, RMS$Dwhich is superscripted
with t for clarity, and the average value is therefore

1 n
=- D
RMSD =~ Z: RMS )
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wheren is the total number of configurations (snapshots)  We will report both fluctuation definitionss¥ has the
collected (evenly in time) over the course of the MD property of “smoothing over” the fluctuation effects of
trajectoryi. For each system, there are five independent runs, moving into (or perhaps flipping between) different mi-
and in the tables, we provide values for the five-run average crostates and, thus, more faithfully characterizes local
that, for simplicity, are denoted just RMSD. The standard motions. The gross changes resulting from different mi-
deviation of the RMSPvalues (eq 2) for the five runs is  crostates (if they occur) will show up more stronglya
also reported in the tables (in parentheses). These standardnd will also be reflected in the average RMSD. As for the
deviations can be helpful because, at times, there can beaeported RMSD values, the fluctuations will be averaged over
considerable variability in the results for individual rums (  five runs, and the standard deviations over the five runs
This, for example, can be due to changes in conformational appear in the tables in parentheses.

microstates, which occur on time scales that are too long to

be exhibited in all runs. [1. Results and Discussion

Even if the average RMSDs small for a given model, ), 1 gqjyation Properties of the Partial-Protein Model.
desirable behavior should also be manifested in the correctgafore discussing RMSD resullts for the individual loops, it

fluctuation properties. Therefore, the fluctuations in the
instantaneous RMSDalues (about the average RM$Bre
also a useful property and are calculated (for ilras
follows:

is important to discuss some of the general aspects of
solvation that we have observed within the partial-protein
model. The number of water molecules can be very small,
and it is thus helpful to note some of the differences in
172 behavior compared to when larger numbers of water

(3) molecules are used. In the partial-protein model, water
molecules experience two obviously different environmental
influences compared to those in a bulk water environment.
Most importantly is the contact/interaction with protein
surface atoms. Furthermore, there is also the inevitable
exposure to a vacuum due to the modest number of water
molecules employed, coupled with the chosen boundary
conditions (i.e., nonperiodic boundaries).

I11.1.1. Analysis of Surface Coverage.One of the
important general characteristics of the present partial-protein
solvation model is that there is typically plenty of “extra
room” for the water molecules within the allotted restraining
region. We mentioned in section 11.3 that parameters for both
the SPH and NLA restraint methods have been chosen such
that the restraining volume is somewhat large for the given
Nw. This is further evidenced in our simulations by the fact
that, at any instant, very few water molecules are experienc-
ing a boundary restoring force (and by small values for the

n

1 S 2
- Z(RMSD — RMSD)
n &

o is (among other things) a reflection of the local motion of
the system. If the system remains in a single conformational
microstate g; will converge to a well-defined value (as the
loop atoms simply execute local motion confined within that
microstrate). If, on the other hand, the system moves to
another microstate (e.g., a major torsional change in the loop
backbone), there will be a significant jump in the RMSD
values as they will now tend to oscillate about a new average
value. The fluctuations within the new microstate may not
be that different from the previous one. However,
calculated according to eq 3 will be shifted significantly,
because of the large overall spread of RMS&lues when
both microstates are included.

Given the above points, it is helpful to also calculate
fluctuations by window averaging. This is done by first

defining average restraining potential, in general). This is especially
1 itm-1 ) 12 true for smallN,, values, where the water molecules will
Omiyi = | = Z (RMSD' — RMSD,;,) 4) typically migrate to charged and polar groups on the loop
m 5 and nearby template, often leaving nonpolar regions bare (as

described in ref 59). It is reasonable to assume that the

where
screening/bridging of interactions with charged and polar
1 itm-1 groups is one of the most important solvating effects provided
RMSD,;)i = o Z RMSD (5) by the water molecules. It is thus expected that it is better
=]

to allow the water molecules to spread out (within reason)
oy is a value for the short-time-averaged RMSD fluctua- Such that they can access the more strongly interacting

tions, wherem < n. The average is taken over thth protein atoms, rather than attempting to confine them to a
window, consisting ofn consecutive snapshots (configura- much smaller volume in an effort, for example, to keep them
tions) recorded during the MD run. (There are- m + 1 at a density that is closer to the bulk density for water.

such windows.) All possible (contiguous)-step windows A good way to gain a sense for the behavior of the water
are then averaged to give molecules within these models is to identify those molecules

that are considered to belong to the surface region of the
w_ protein, separately from those that reside farther away from
g = (n—m+ 1) 21 Om()i ®6) the protein. Specifically, we choose to define a “protein
: surface water” as one whose center of mass is a distance of
thus defining the “window-averaged RMSD fluctuations”, 3.3 A or less from any protein atom. The total number of
o". In this work, ¢i is calculated using time windows of these surface waters found (at any given instant) is denoted
200 ps (i.e., than steps cover a period of 200 ps). asNgr. One particularly insightful way to analyze the nature

1 n—m+1
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of these models is, thus, to monitor the number of surface 105 cn/s) is much lower (by about a factor of 2), and thus,

water moleculesNsur), Or the fraction of protein surface
water (Nsu/Ny), as the total number of water molecul®g,

is varied. In Table 1, we provide some values Mg, and
MNsurfNwJaccumulated from simulations of the loop [64
71] of RNase A, modeled under the SPH solvent restraint.
(Details of the behavior of the loop itself are deferred until
section 111.3.) It is seen that, wheM, is very small, nearly

all of the molecules are directly on the surface of the protein.
For example[MNs, /Ny Ois nearly 90% wherN,, = 50. It is

not until N, = 200 that this ratio reaches 50%, thus

it is in good agreement with the findings of the previous
studies. The value dbs, for N, = 200 (2.53x 107° cr¥/
s) is nearly the same as the value at 300, suggesting that the
protein surface waters behave quite similarly in both models.
This is despite the differences Dy, which are thus mostly
attributable to the difference in the relative amount of surface
molecules (Nsu/ Ny

Though there is good agreement for the caseblpf=
200 and 300, it is important to note, however, that,
becomes significantly lower abl, is decreased further.

corresponding (on average) to a situation where the proteinThough there is still similarity ifDsy for the case oN,, =
surface waters are surrounded by a second outer layer 0f|20, D, at 50 and 70 molecules, however, is roughly half

water. At N, = 300, roughly two-thirds of the water
molecules are outside the inner hydrating layer. It is also
important to note the trends ilNs,{itself, where it is seen

the value of that at 200 or 300. The important distinction in
these modelsN,, = 50 and 70) is that the water molecules
generally lack neighboring water from a second layer (the

that the protein surface appears to saturate with about 100m\,,¢/N,,[values are 0.888 and 0.825). In view of the general

water molecules ai,, = 200 (i.e.,[Nsyfremains at about
100 forN,, = 300). This also implies, conversely, that even
for Ny = 120 (with Ns,J= 79), significant bare regions
remain on the protein surface.

[11.1.2. Diffusion Properties and Residence Timeslt

observation of a lowere® for water in the first solvation
shell of a protein, it is thus noted that the lack of a second
solvation shell serves to lowé further. It is interesting to
note, on the other hand, that despite the significantly lower
D values for the case @i, = 50 and 70, the stability of the

is interesting to address some of the dynamical aspects ofloops (discussed in the next sections) can often be surpris-

the solvation and to examine, in particular, how these
properties are affected & is increased within the partial-
protein model. To do this, we have calculated diffusion

ingly good at these very low hydration levels.

Inherent in the diffusion properties is information on the
time scales of solvation. Specifically, these values can

constants for the water molecules using the Einstein relationprovide insight on residence timeg) for water molecules

%= 6Dt, whereD is the diffusion constant ana?Cis the
average squared distance that a particle will move in time
Because the model is a finite system, the ratf@lt will go
to zero at long times. Therefore, we estim&terom 2]
values after a period of 10 ps (i.e., we tdRe= [[2[J6t att
= 10 ps). This is a compromise between the effect of ballistic
(nondiffusive) motion at very short times (less than 1 ps)
and the onset of nonlinearity if?Cversust, which is
observed as$i’[Jbegins to approach the size of the system
(att > ~30 ps).

In Table 1, we show diffusion constants for the partial-

near the surface of the protein. In earlier experimental (NMR)
work,”* an upper bound for residence times of protein surface
water was placed at around 500 ps. In much better agreement
with the simulation literature, more recent experimental
work’® has placed typical residence times roughly around
25 ps. Residence times have been investigated in simulation
studies on a variety of solvated proteins such as BPTI,
myoglobin®®lysozyme!®"*and azurin? Here, we will only
briefly make some comparisons. In Brunne efatetailed
studies were carried out to determine the residence time of
hydrating water molecules in specific regions on the protein

protein model as the number of water molecules is increased surface (i.e., near specific types of atoms/groups). They found

Da is the value oD that is calculated using dll,, molecules.
Dauri, ON the other hand, is the diffusion constant calculated
for just the protein surface waters. (Specifically, a molecule
is included in the calculation ddg,if it is a distance of 3.3

A or less from any protein atom at tieginningof the 10

ps interval.) It is seen that the value DBf; systematically
decreases &y, decreases. Part of the reason for this is the
high fraction of surface waters exhibited in the models with
small N,, values (e.g.,N, = 50 or 70). An important
observation from other simulation studies of protein
hydratior$®72 is that water molecules on the surface of the
protein diffuse significantly more slowly than water mol-
ecules in the bulk. These studies have shown dbr

that the residence time of a surface water molecule is (on
average) about 30 ps. (Specific results would vary depending
on the nearby protein atom$ackbone atoms, side-chain
atoms, charged, polar, nonpolar, etc.)

As a very rough comparison, we can estimate residence
times (the time for a water molecule to leave the neighbor-
hood of a solute protein atom) simply from the diffusion
results. We take the residence time as the time for a water
molecule to diffuse about one and a half molecular diameters,
specifically, 4.5 A (thusy = (4.5 A)¥6D). These residence
times are given in Table 1, wherg, is the residence time
calculated for a protein surface water angis calculated
for all Ny, water molecules. For the case Nf, = 200 or

protein surface water is lower (than the bulk value) by about 300, the residence time for surface molecules is about 13
a factor of 2 or more (see, for example, refs 66 and 67). In ps, which is in reasonable agreement with the 30 ps given
our calculations, the value &, atN,, = 300 (4.96x 10°° by Brunne et al® especially when one accounts for the

cn¥/s) is approaching values that are typical of bulk TIP3P different modeling conditions. The modeling temperature in

water. (Commonly calculated valuesTat= 300 K andp =
1 atm are about 5 107° cn?/s but can vary depending on
modeling detail€?) In contrast, the value foDsy (2.61 x

Brunne et al. was lower (277 K) to mimic NMR experimental
conditions. Furthermore, these authors employed the SPC/E
water modeff which is known to give a lower (more
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accurate) value for the bulk diffusion coefficient compared
to TIP3P. Indeed, calculations in ref 71 using both the SPC/E
and TIP3P models showed that the TIP3P residence times
were a factor of 2 shorter (roughly 14 ps [TIP3P] as opposed
to 27 ps [SPC/E]). (It should also be noted that the diffusion
constants and residence times will also vary depending on
the distances chosen to define a “protein surface water”.)

In correspondence with their lowerdd, values, the
residence times for smal,, values (50 and 70) are longer.
Though these values fag,are closer to the values in some 0.0 ' : : ' :
of the other studies, they should be interpreted as being b o o o sl (fo
“long” for the TIP3P water model (and therefore, they show
a specific behavioral property of the partial-protein model Figure 4. Plotof the average backbone RMSD [RMSD(BB)]
at low hydration levels). It is thus expected that they would @S @ function of the number of water molecules, A, for the
become much longer if a different water model was used, '9°P [64—71] of RNase A. The dashed lines indicate the

such as SPC/E or TIP4®poth of which give more accurate ZZ&D\(‘BB)I' ‘_’f"“el's ?btamec(:ij ';Or 3(?0_ waltetr_ molecules, the
diffusion propel‘tleS ImpliCit solvation moael, and simulation In vacuum.

One of the points discussed by Brunne e#alkas their,
perhaps unintuitive, observation that the residence times neakcalculated between the*@toms of the first and last residues
charged atoms were lower than those for polar, and evenof the loop. The length (in A) of the extended structure is
nonpolar, atoms. Though we did not carry out the detailed obtained using the expressions 6.0%&@2 — 1) + 3.46 and
analysis as in that investigation, we did measure the diffusion 6.046.s — 1)/2 for an even and odd number of residues,
time away from one specific charged group, thesNjrbup Nres respectively; the factors 6.046 and 3.46 A are taken from
on the Lys side chain of the RNase loop, andNigr= 200 Flory’s booK” (Chapter VII, p 251). To a large exterR,
and 300, we also find a decreased residence time (about 1Geflects the conformational freedom of the loop’s backbone
ps). Interestingly, this effect reverses itself for the case of and, to a lesser extent, also that of the side chains; the larger
N, = 50. The value in this case is about 37 ps, which is Ris, the greater the flexibility; indeed, tHR values of the
longer than the average residence time for surface waters afour loops are relatively large, ranging from 3.2 to 4.9.
this hydration level ). The authors remarked that the Notice, however, that the conformational freedom depends
shorter residence times for water molecules near chargedalso on the structure of the surrounding protein template and
groups must be related to the effects caused within the the template-loop interactions. Typically, surface loops are
surrounding water. Obviously, the lack of outer layers in the hydrophilic and often charged; therefore, our chosen loops
case of smalN, values might suggest the possibility for are predominantly polar, where those of RNase A and ser-
different behavior. Here, at low hydration levels, arguments proteinase each contain one charged residue (bold-faced in
can more plainly be interpreted in terms of energetic benefits Table 2) and loops 1 and 2 of proteinase have three and two
because more subtle entropic considerations (associated witltharged residues, respectively.
surrounding water molecules) are less prevalent. 11.3. The Loop of RNase A. We discuss, first, the partial-

[11.2. Some Properties of the Loops StudiedWe now protein model results for the loop [641] of RNase A.
focus on the behavior of the protein loops. The four primary Figure 4 is a “convergence plot” of (the backbone average)
surface loops studied (ranging in size from 8 to 10 amino RMSD(BB) as the number of water moleculeN,, is
acid residues), and the related proteins, are presented in Tablincreased from 0 (vacuum) to 50. (All points are for the case
2. The 3D structures of these proteins, taken from the PDB, of the SPH solvent restraint method aRghn,= 15 A) Also
have been determined with :3.8 A resolution. The B marked in the figure is RMSD(BB) fdX,, = 300 (the largest
factors of the loops of RNase A and the two loops 1 and 2 N,, studied for the partial-protein model), as well as the result
of proteinase are relatively small, where the maximal values for GBSA. Though RMSD(BB)= 2.30 A for the vacuum
obtained for the side chains are 35, 19, and 25, respectively;simulations is large (which is not unexpected), the figure
for ser-proteinase, the B factors of the backbone atoms of suggests that only a handful of water molecules is necessary
five residues range within 2628, that is, still relatively low, to stabilize it. RMSD(BB) is quite low for as little &, =
while for some of the side-chain atoms, no significant 20 (0.51 A), and it is, furthermore, in excellent agreement
electron density has been observed. It should be pointed oui{converged) with all larger values &4,.
that side chains with a well-defined structure in the crystal  More extensive results, covering a wider range of modeling
environment (i.e., small B factors) might still be flexible in  conditions, are presented in Table 3. Here, RMSD(BB)
solution, the environment that is expected to better be ranges between 0.51 and 0.67 A for ld}} values between
described by our models. 20 and 300, further suggesting that the backbone behavior

While our tests require loops with well-defined structures, is reasonably reproducible and, thus, insensitive to increased
it is also imperative to verify that these loops are not levels of hydration. These (backbone) results appear, as well,
stretched, as a stretched loop is insensitive to the modelto be relatively insensitive to the number of environmental
applied. Therefore, we present in Table 2 the rRtio length protein atoms incorporated into the model (i.e., the template
of the stretched loop/distance between its ends, which issizeRemy and the water containment method (SPH or NLA)

Backbone RMSD ()
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and its associated restraining distand@sp0r Raia) (within

the ranges tested). We note briefly that (fdy > 20) the
ranges of the average backbone fluctuations (over five runs),
o(BB), are small, 0.140.24 A (0.19 A forN,, = 300); the
range of the corresponding’(BB) is small as well, 0.13

0.15 A (0.14 A forN,, = 300). The above discussion suggests
that, as far as the backbone is concerned, alrdsgy; 50

(or less) is adequate.

It should be pointed out, however, that the standard
deviations, for some of the runs in Table 3, are relatively
high. This is due to individual runs that sample (“escape to”)
different conformational microstates. These transitions are
manifested by a significant change in one or more of the
(backbone) torsion angles (typically 96r more). The large
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Figure 5. Plot of the average backbone RMSD [RMSD(BB)]
as a function of the number of water molecules, N, for the
loop [143—151] of ser-proteinase. The diamonds mark values

free-energy barriers associated with these transitions makepptained using the spherical water restraining method (marked

the time scale~{1 ns or more) too long to straightforwardly
sample/average over various possible conformations (mi-
crostates) within typical MD simulation runs. This is a
common (and unavoidable) difficulty in testing and assessing
potentially flexible regions in protein models. (For example,
these “escapes” were also exhibited in the fully solvated,
full-protein model.)

We take, as an example of this behavior, the set of
trajectories forN,, = 300. Here, four runs fell within the
range 0.53< RMSD(BB) < 0.55 A. However, for one run,
the (cumulative average) RMSBB) (eq 2) grows system-
atically as a function of time for > 3 ns, becoming 0.66 A
for 5 ns, and would have increased further if the simulation
had been continued (tending toward about 1 A), meaning
that the loop had transferred to a different microstate. Similar
deviant runs were observed b, = 120, in sets 5, 7, and
8, and in sets 12N, = 70) and 16 K,, = 30) (numbering
rows [sets] from the top of Table 3). It should be noted,
however, that, folN,, > 50, 73 runs (out of 80 total, i.e.,
91%) lead to very low RMS[BB) values within 0.48
0.60 A, with the seven most deviant runs still only averaging
to about 0.85 A. The number of “escaped” runs does not
seem to depend oN,, as one escaped run is found fdy
= 50, one forN,, = 70, four forN,, = 120, and one foN,,
= 300.

Moving to the side-chain properties, we note, in general,

that the side-chain RMSD(SC) values are relatively small.
The values range from 1 to 1.4 A (with 1.31 A fbk, =

“SPH restraint” in the figure). The circles are for values
obtained using the nearest-loop-atom-based restraint (marked
“NLA restraint”).

The GBSA results, RMSD(BB¥ 1.93 A and RMSD-
(SC)=2.71 A, are significantly larger than those based on
explicit water and are not much better than the vacuum
results (see also Figure 4). It should be pointed out that, in
two of the GBSA runs, RMS[IBB) and RMSIXSC) are
still increasing significantly after 5 ns.

lll.4. The Loop of Ser-proteinase. The results for the
loop [143-151] of ser-proteinase are provided in Table 4.
The RMSD(BB) values foN,, = 300, 200, and 120 are very
similar, ranging from 0.64 to 0.69 A with very small standard
deviations £ 0.03 A) for each set of five runs. The
corresponding RMSD(SC) values are only slightly more
dispersed and can still be considered as very close, ranging
from 1.39 to 1.54 A with a maximal standard deviation (over
the five runs) of 0.11 A. The average backbone fluctuations,
o(BB), are again very close, ranging from 0.12 to 0.14 A,
and the same applies to the average side-chain fluctuations,
o(SC), that vary between 0.26 and 0.29 A; the corresponding
ranges forw*"(BB) ando*(SC) are again narrow, 0.+D.13
and 0.19-0.20 A. These results, which were calculated for
different templatesRemp= 12—15 A), and with both solvent
restraint methods (SPH and NLA), suggest that, alrebigy,
= 120 is sufficient to produce the results of full solvation.

Achieving adequate solvation for this loop becomes more

300), and thus, the difference between most runs is alsoproblematic forN,, < 120, and it can, furthermore, depend

relatively small (about 0.2 A). These RMSD(SC) values are
lower, for example, than the values obtained for other loops

on the modeling conditions. This is clearly shown in Figure
5, a convergence plot of RMSD(BB) as a function Nf

but larger, of course, compared to the backbone values. The(all for the case oRemp = 13 A). While the points show
side chains seem to show a dependence on the template sizeonvergence foN,, = 120-300 (as discussed above), the

and slightly onNy,. For Remp= 15 A, RMSD(SC) decreases
slightly from 1.31 A (with a very small standard deviation)
for Ny = 300 to 1.13 A forN, = 200, to 1.02 and 1.09 A
for N, = 120, and to 1.02 and 1.00 A fot, = 70. On the
other hand, foRemp= 14 and 16 A, the RMSD(SC) values

results forN,, = 50 and 70 using the SPH solvent cap clearly
begin to diverge. Interestingly, the NLA restraint appears to
maintain adequate solvation to lowsy, values. The contrast
of the two solvent restraint methods Idf, = 50 is fairly
significant. For the SPH restrainR{, = 17 A), the results

are larger. In general, the corresponding average side-chairRMSD(BB) = 1.28 A and RMSD(SC¥ 1.88 A (Table 4)

fluctuations, o(SC) and¢"(SC), tend to decrease a4,

decreases. (See also the discussion for proteinase, loop 1.

Also, on averageg(SC) ando"(SC) for N, = 50 and 70
appear to give somewhat better agreement with lakger
values when the NLA solvent restraint is used.

are significantly larger than the 0.69 and 1.51 A obtained,
pespectively, folN,, = 300. While, on the other hand, the
NLA restraint atN,, = 50 (Rya= 7 A) is much closer, with
RMSD(BB) = 0.75 and RMSD(SC¥ 1.55 A; onlyo(BB)

= 0.21 ando(SC) = 0.32 A (for NLA) are larger than the
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Figure 6. Plot of the window-averaged RMSD fluctuations
for backbone and side-chain atoms [¢%(BB) and ¢"(SC),
respectively] as a function of the number of water molecules,
Ny, for loop 1 of proteinase [128—137]. The values obtained
for the side-chain RMSD fluctuations appear as solid circles
and include error bars (the standard deviation of five trials).
The backbone RMSD fluctuations appear as large open circles

with a lighter trend line. 1.0 4 . . : .
0 1000 2000 3000 4000 5000

0.14 and 0.26 A respectively obtained fd = 300. (The time (ps)

window-averaged fluctuations are fairly close, however, with Figure 7. Instantaneous RMSD values of the side-chain

¢"(BB) = 0.15 ands*(SC)= 0.19 for (NLA) N,, = 50, and atoms [RMSD{SC)] as a function of time for loop 1 of

0.13 and 0.20 A, respectively, fox, = 300.) proteinase [128—137]. The upper plot is for a typical 5 ns
It should be pointed out that the GBSA results for RMSD-  trajectory for the case of N, = 70. The lower plot is a typical

(BB) and RMSD(SC) are actually equal to the corresponding trajectory with A, = 200.

N, = 300 values, while the result§BB) = 0.18,0(SC) = . _ ) )
0.31,0%(BB) = 0.16, and*(SC)= 0.24 A are slightly larger ~ how these results are manifested in the trajectories, we have

than their counterparts fo¥, = 300. plotted, as an example, the instantaneous (snapshot) values
IIl.5. Loop 1 of Proteinase. The results for loop 1 of ~ ©f RMSD(SC) over the course of a typical 5 ns run fdy
proteinase [128137] are summarized in Table 5. The table = 70 and compare that with a typical run fbk, = 200.
reveals that the backbone of this loop is very stable, where These plots are shown in Figure {Note that they-axis
RMSD(BB) ~ 0.70 A (with the standard deviation smaller Scales [for RMSSC)] are the same in both pldtsthough
than 0.05) already foN, = 20. ForN, = 10, 5, and 0, the RMSD(SC) values for these two runs are similar, on
RMSD(BB) increases to 0.89, 0.84, and 1.08 A with average, the oscillgtions in the;e values (e\{en over short
relatively large standard deviations (of the five runs), 0.11, times) show very dlffe_rent ampllt_udes. That is, tNg =
0.17, and 0.13 A, with maximal values of 1.01, 1.13, and 200 run appears to visit a more diverse array of states, and
1.16 A, respectively, where the first two maximal values have €ven within those states, the atomic fluctuations are more
not been converged after 5 ns and are growing. The resultsroad, meaning higher entropy than in tNg = 70 case.
for o(BB) are small and similar for mo#\,, values: 0.12 A Some additional trends in the side-chain fluctuations are
for Ny = 120, 0.10 A (on average) fod,, = 70 and 50, and  as follows. The table shows that th€SC) results foN,, =
0.09-0.11 A for 10=< N, < 40. Similar behavior is observed 70 decrease as the template rad®g,is increased anbll,
for 0¥(BB). is decreased. Also, the NLA restraint leads to higher (i.e.,
The RMSD(SC) values for this loop are significantly larger better agreement with large,) o(SC) ando*(SC) values
than those for the loop of ser-proteinase; that is, the sidethan the spherical cap (SPH). Thus summarizing Rg#p
chains have moved significantly from their X-ray structure. = 13 A, we obtained almost the saméSC) values, 0.37,
For N, = 120, RMSD(SC) ranges from 2.16 to 2.31 A; for 0.40, and 0.30 A, foN,, = 300, 200, and 120, respectively,
N, = 70, the range is similar except in one case where and a slightly lower value, 0.20 A, fd¥,, = 70 with a the
RMSD(SC)= 2.41 A is slightly larger. AsN,, decreases  NLA restraint. The corresponding’(SC) values, 0.17, 0.21,
further, RMSD(SC) increases moderately, becoming 2.65 A 0.14, and 0.11 A, are also close. The results#@C) and
for N,, = 0. o"(SC) for N, = 50 are significantly smaller than the
Though RMSD(SC) appears to be relatively converged at corresponding values fd¥, = 300. ThereforeN, = 120
smallN,, values, the side-chain fluctuations show a signifi- (perhaps less with the NLA restraint) is necessary to solvate
cant increase al, is increased. These trends are shown in this loop.
Figure 6, which is a plot of the window-averaged side-chain It is noted that the GBSA values, RMEBB) = 0.90 A
fluctuations,c*(SC), as a function o, (all for the case of ~ and RMSIXSC) = 3.07 A (from two different runs), are
the SPH solvent restraint method aRdm, = 13 A). o*- not converged after 5 ns, but they are in an increasing trend.
(SC) is consistently small for aM,, < 70 compared to the  Thus, the GBSA result, RMSD(BB¥ 0.79 A, is not
higher solvation levels at,, = 200 or 300. [Note, in contrast, converged, and the corresponding GBSA result, RMSD(SC)
thato"(BB), which is also given in the figure, appears to be = 2.88 A, that is already significantly larger (by 0.7 A) than
converged for allN,, values shown.] To more clearly see the 2.19 A obtained foN,, = 300 is not converged either.

Side Chain RMSD (A)
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[11.6. Loop 2 of Proteinase. The results for loop 2 of
proteinase [188196] are summarized in Table 6. The
RMSD(BB) results in the table are similar for all of thg, A and using the spherical water restraint (SPH) with=
values. However, it should be pointed out that, Ky = 70 waters, we obtained the relatively small RMSD(BB)
300, one MD run escaped from the X-ray microstate, leading 0.69 A, as the average of five MD runs. The second loop is
to RMSD(BB) = 1.42 A, where from 3 to 5 ns RMSD of seven residues [5763] (EAKEH C) of RNase H (2rn2),
(BB) is still increasing. Similar behavior is observed for with a flexibility ratio R = 1.6, where agaifRemp, = 13 A
single runs of the sets &, = 70 (Remp= 11 A andRp,= andN, = 70. Here, the SPH restraint led to RMSD(BB)

17 A), where RMSEBB) = 0.62 A; Ny, = 70 (Remp= 13 1.02 A, as two deviating MD runs contributed RM$SBB)

A andRyp= 17 A), where RMSE{BB) = 1.40 A; andN, values of 1.57 and 1.34 A. However, the NLA restraint,
=50 (Remp= 13 A andR,, = 7 A), where RMSE(BB) = which has been found to perform better for smgjlvalues,
0.73 A. This suggests that the X-ray microstate of this loop led to RMSD(BB)= 0.72 A. Therefore, this loop is expected
may not be overwhelmingly stable (i.e., competing confor- to stabilize with the SPH restraint &k, = 120, similar to
mational microstates), as this instability is independent of the case observed for ser-proteinase.

the number of watersy,,, occurring forN,, = 50 and 70 as We also studied a seven-residue loop in porcine amylase
well as forN,, = 300. Moreover, this behavior was exhibited  (1pif) [304—310] (GHGAGGS) with a flexibility ratioR =

in the full-protein model as well (see below). When the 3.2 and the same loop in human amylase (1smd), where S
contribution of the “escaped” runs is omitted, all of the s replaced by A and the flexibility ratio iR = 2.3. In the
RMSD(BB) results are very close to 0.5 A, and the pig amylase, we used a template R, = 15 A with an
fluctuationso(BB) and ¢*(BB) are close to 0.12 and 0.15  SPH restraint. FoN,, = 70, only two runs were generated,
A, respectively. which led to RMSD(BB)= 0.47 A, whereas foN,, = 200,

The instability of the X-ray microstate is demonstrated the five MD runs led to RMSD(BB)= 0.45 A. For the
even more strongly by the behavior of the side chains. While, human amylase, we obtained RMSD(B8)0.73 A using
for Ny > 120, the RMSD(SC) values are relatively close, Remp= 15 A and the NLA restraint wittN, = 70 waters.
ranging from 1.42 to 1.69 A, the corresponding standard |8, Results for the Full-Protein Model. The RMSD
deviations are large, suggesting that the individual values, resuits for the full-protein model appear in Table 7 together
RMSD(SC), are very different. Indeed, for the two sets of wjth the corresponding\, = 300 results obtained for the
Ny = 120 Remp= 15), the minimum and maximum RM$D partial-protein model. However, because the RMSD was
(SC) values are 1.39 and 2.22 and 1.27 and 2.23 A. cajculated differently for the two models, and to make the
Moreover, in some cases, the RM$EC) values have not  comparison between them on the same footing, we have
been converged after 5 ns. For example,Ngr= 300, one  recalculated the RMSD of the partial-protein model in the
MC run has led to a still unconverged value of RMEL)  same way as that for the full-protein model (marked as “yes”
= 2.37 A, where for bottN, = 200 and 120Remp= 15 A in the “superpose” column of the table). The table reveals
and Ry = 18 A) two unconverged RMS[SC) values  that, for all loops, the RMSD values (and fluctuations) of
occurred. A similar picture is observed fisf, = 70 and 50.  the full-protein model are always larger than the correspond-

Even though this loop is not stable, it is evident that similar ing results of the partial-protein model. This effect is to be
results are obtained fov,, > 120 and, forRy,, also forNy expected, on one hand, because of the nonfixed coordinates
= 70. This is also demonstrated by the results d¢BB) (of the nonloop atoms), thus promoting greater flexibility.
ando%(BB) that are close for these runs, that is, within the On the other hand, however, there should be a mild but
ranges 0.180.12 and 0.120.09 A, respectively. The ranges consistent effect to reduce the RMSDs because of the use
of the side-chain fluctuationg;(SC) ando*(SC), are also  of (minimized) superposition. This latter effect appears to
small, 0.43-0.25 and 0.230.17 A, respectively. reduce the backbone RMSD values by roughly 0.15 A upon

It is of interest to point out that the GBSA results are comparison of the superposed and nonsuperposed values for
significantly different from those obtained with explicit water. the partial-protein model in Table 7.

Thus, not only is RMSD(BB}= 1.16 A considerably larger Not only are all the averages of the full-protein model
than the RMSD(BB) values obtained for explicit water but |arger than those of the partial model, but also the corre-
the standard deviation of the GBSA set is large because Ofsponding standard deviations (appearing in parentheses),
elevated RMSHBB) values within the range 0.67..71 A; which should be considered in the comparisons between the
the same occurs also for the side chains, where RMSD(SC)averages, are as well. Thus, for ser-proteinase, the values
= 2.86 A is significantly larger than the corresponding values RMSD(BB) = 0.57(13) and 0.44(1) A are equal within the

the seven-residue loop [24250] (ITTIYQA) of peptidase
(5cpa) with a flexibility ratioR = 2.7. DefiningRemp = 13

obtained for the explicit water, where the RMBEC) values
for GBSA range within 2.3%+3.63 A.

[11.7. Partial Study of Four More Loops. While the

standard deviations and all runs, on average, span the same
microstate, where the most deviant single run for the full-
protein model, RMSEBB) = 0.80 A, leads to the corre-

above study suggests that a relatively small number of waterssponding large standard deviation; this run also contributes
is sufficient to solvate a loop, one would like to strengthen to the large fluctuationd(BB) = 0.28 A] and its large
this conclusion by evidence from a larger number of loops. standard deviation (0.07 A). A similar picture is seen for
However, because of the extensive calculations required, wethe side chains where RMSD(SE) 1.33(22) and 1.12(3)
decided to carry out only partial studies of four extra loops, A are equal within the standard deviation, where one run
which indeed provide supportive evidence. We first treated contributes most significantly, RMS{3C) = 1.70, 6i(SC)
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=0.49 A, ands!'(SC)= 0.20 A. Notice that the differences
between the"(BB) and ¢"(SC) values of the two models
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clear whether they stem from using more complete solvation
(with particle mesh Ewald) or from modeling the entire

are small. In summary, for this loop, ignoring the effect of protein with unfixed coordinates.
the run with largest results, both models lead to close results,  Still, the present partial-protein model can be made more
RMSD(BB) = 0.52 and 0.44 A, RMSD(SC¥ 1.23 and realistic (1) by allowing residues neighboring the loop ends
1.12,0(BB) = 0.12 and 0.10, and(SC) = 0.25 and 0.22  also to move, (2) by relaxing the fixed template atoms, by
A only restraining them harmonically to their X-ray positions,
and (3) by increasing the template size; such changes would
make the protein atom treatment in the present model more
similar to the stochastic boundary MD approximatién.
However, while, in principle, the partial-protein model with
implicit solvation (such as GBSA) is inferior to that with
explicit solvation, the long-range electrostatic interactions
of the latter model are still not treated correctly. A more
rigorous treatment is provided by sophisticated hybrid models
where the region of interest is described by explicit solvent
(BB) = 0.15 and 0.15¢(SC) = 0.38 and 0.37¢"(BB) = and the effect of the remote region by the reaction field of
0.11 and 0.11, and¥(SC)= 0.22 and 0.19 A. continuum solvatiori®- However, because of the complex
The results for loop 2 of proteinase for both models have and varying geometry of thactual outer surface of the
relatively large standard deviations, reflecting differences protein-water system (e.g., this surface/boundary is not
among the results of the five runs. Thus, while the averagessimply the boundary of the SPH or NLA restraining region),
of the full-protein model are in most cases larger than those most of these techniques would be difficult to apply to the
of the partial model, the differences are not large [e.g., 0.7 present partial-protein model, especially at shllvalues
vs 0.5 A for RMSD(BB) and 1.6 vs 1.3 A for RMSD(SC)], (see discussions in refs 84 and 85).

where the average values are always covered by the error e intend to use the partial-protein model to study mobile
bars. loops that take part in binding processes. As mentioned in
For loop 1 of proteinase, the results of the two models the Introduction, in the free protein, such a loop typically
show the most disagreement among the four loops, whereresides in an open (o) flexible microstate or it undergoes
the error bars in most cases do not cover the average valuesintermediate flexibilitythat is, populates several microstates
However, even in this case, the results are not very different, in thermodynamic equilibrium. Upon ligand binding, the loop
1.0 vs 0.6 A for RMSD(BB) and 2.5sv2 A for RMSD- moves to a structurally different (and less flexible) bound
(SO). (b) microstate, sometimes creating a “lid” above the active
site, thus protecting it from water. Several questions are of
IV. Conclusions interest, for example: (i) Is the process of a selected-fit type?
We have shown that, for the present loops described in theThatis, is the microstate of the bound loop already included
framework of the partial-protein model, the results, in Within those visited by the free protein (or otherwise the
general, become less dependent on the parameters of therocess is of an induced-fit type)? (ii) What is the loss in
model as the number of waters is increased. Relatively smallloop entropy in going from the open to the bound microstates,
numbers of water molecules (120 and sometimes less) leacend what is the corresponding free-energy difference? (The
to results for RMSD and its fluctuations that are very similar backbone entropy can, in some cases, be compared with
to those obtained for 300 waters. It is expected that (similarly) results obtained from NMR.) To study these problems, one
~12 waters per residue will be found adequate for other would have to carry out MD simulations that cover both the
loops; however, this number should be checked for eachbound and open microstates; such simulations are expected
individual loop. (We have already noted in the Introduction to become extremely long and, hence, prohibitive with the
that Steinbach and Brooks have studied the effect of full-protein model.
increasing the number of water molecules on the protein However, with the partial-protein model (but not as easily
structure; examples of similar convergence studies performedwith the full model), one can use replica-exchange or
on ions, water, and small molecules appear in refs 78 andmulticanonical techniques to carry out a conformational
79). We have also found that, for a small numbey, of search more efficiently than with long MD simulations at
waters, the NLA restraint leads to slightly better results than constant temperature, and differences in free energies can
the SPH restraint. The good performance obtained here withbe obtained from the relative duration of the trajectory in
a relatively small number of waters is in accord with the the microstates of interest. The feasibility of this approach
free-energy calculations of Beglov and RdUxyho (orig- (for the partial-protein model) is mainly due to the increased
inally) applied the NLA restraint to the alanine dipeptide exchange acceptance that is concurrent with smaller system
and tripeptide molecules and have found good agreementsizes. Still, the transition of a loop between microstates by
with calculations based on bulk solvation. As expected, the simulations is typically difficult because of high energy
RMSD (and fluctuation) values for the full-protein model barriers; therefore, procedures for calculating #fesolute
are somewhat larger than their counterparts for the partial free energy are expected to be very effective, because they
model. Indeed, the differences are not large, and it is notwould lead toAF = F, — Fp and AS = & — & by

Quite similar behavior is observed for RNase A, where
only the results of RMSD(SC) of the two models differ
significantly and are not covered by their standard deviations.
Here again, the results for one trajectargieviate signifi-
cantly from the results of the other runs of the full-protein
model, leading to RMS[BB) = 0.83, RMSL(SC)= 2.27,
0i(BB) = 0.32, ando;(SC) = 0.82 A. Ignoring this run, the
results for the two models are quite comparable, RMSD-
(BB) = 0.55 and 0.42 A, RMSD(SG¥ 1.47 and 1.03¢-
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subtracting the values obtained from two separate simulations (27) Rosenfeld, R.; Zheng, Q.; Vajda, S.; DeLisi,JCMol. Biol.

for the open and bound microstates without the need to
“cover” the latter by a long trajectory. One such method,
called HSMC or HSMD, was developed by us and has been
applied thus far to argon, TIP3P watéself-avoiding walks

on a lattice®” and peptide&8°and we intend to extend it to
the present partial-protein model as well.
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